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Chapter 1. Introduction

1.1. About this Handbook

This handbook describes the architecture and the operational steps to install, operate and modify the
Sipwise C5 CE.

In various chapters, it describes the system architecture, the installation and upgrade procedures and
the initial configuration steps to get your first users online. It then dives into advanced preference
configurations such as rewrite rules, call blocking, call forwarding, etc.

There is a description of the customer self-care interface, how to configure the billing system and how
to provision the system via the API.

Finally, it describes the internal configuration framework, the network configuration and gives hints
about tweaking the system for better security and performance.

1.2. What is the Sipwise C5 CE?

Sipwise C5 (also known as NGCP - the Next Generation Communication Platform) is a SIP-based Open
Source Class 5 VolP soft-switch platform that allows you to provide rich telephony services. It offers a
wide range of features (e.g. call forwarding, voicemail, conferencing etc.) that can be configured by end
users in the self-care web interface. For operators, it offers a web-based administrative panel that
allows them to configure subscribers, SIP peerings, billing profiles, and other entities. The administrative
web panel also shows the real-time statistics for the whole system. For tight integration into existing
infrastructures, Sipwise C5 provides a powerful REST API interface.

Sipwise C5 has three solutions that differ in call capacity and service redundancy: CARRIER, PRO and
CE. The current handbook describes the CE solution.

The Sipwise C5 CE can be installed in a few steps within a couple of minutes and requires no
knowledge about configuration files of specific software components.

1.3. The Advantages of the Sipwise C5 CE

Opposed to other free VolP software, Sipwise C5 is not a single application, but a complete software
platform based on Debian GNU/Linux.

Using a highly modular design approach, Sipwise C5 leverages popular open-source software like
MySQL, NGINX, Kamailio, SEMS, Asterisk, etc. as its core building blocks. These blocks are glued
together using optimized and proven configurations and workflows and are complemented by
functionality developed by Sipwise to provide fully-featured and easy-to-operate VolP services.

After downloading and starting the installer, it will fetch and install all the required Debian packages
from the relevant Debian repositories. The installed applications are managed by the Sipwise C5
Configuration Framework. This configuration framework makes it possible to change low-level system
parameters in a single place, so Sipwise C5 administrators donOt need to have any knowledge of dozens
of different configuration files from different packages. This provides a bullet-proof way of operating,
changing and tweaking an otherwise quite complex system.

Copyright © Sipwise GmbH - All rights reserved 1
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Once configured, integrated web interfaces are provided for both end users and Sipwise C5
administrators. Provisioning and billing API allows companies to tightly integrate Sipwise C5 into
existing OSS/BSS infrastructures to optimize workflows.

1.4. Who is the Sipwise C5 CE for?

The Sipwise C5 CE is specifically tailored to companies and engineers trying to start or experiment with
a fully-featured SIP-based VoIP service without having to go through the steep learning curve of SIP
signalling. It integrates the different building blocks to make them work together in a reasonable way
and implements the missing components to build a business on top of that.

In the past, creating a business-ready VolP service included installation and configuration of SIP
software like Asterisk, OpenSER, Kamailio, etc., which can get quite difficult when it comes to
implementing advanced features. It required implementing different web interfaces, billing engines and
connectors to existing OSS/BSS infrastructure. These things are now obsolete due to the Sipwise C5
CE, which covers all these requirements.

1.5. Getting Help

1.5.1. Community Support

We have set up the spce-user mailing list, where questions are answered on a best-effort basis and
discussions can be started with other community users.

1.5.2. Commercial Support

If you need professional help setting up and maintaining the Sipwise C5 CE, send an email to
sales@sipwise.com.

Sipwise also provides training and commercial support for the platform. Additionally, we offer a
migration path to the Sipwise C5 PRO or CARRIER appliance, which is the commercial, carrier-grade
version of the Sipwise C5 CE. If the user base grows on the Sipwise C5 CE, this will allow operators to
migrate seamlessly to a highly available and scalable platform with defined service level agreements,
phone support and on-call duty. Please visit www.sipwise.com for more information on commercial
offerings.
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Chapter 2. Architecture

2.1. Platforms

2.1.1. CE Platform

The Sipwise C5 CE platform is one single node running all necessary components of the system. The
components are outlined in the following figure:
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Figure 1. CE Architecture Overview
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The main building blocks of Sipwise C5 are:

¥ Provisioning
¥ SIP Signaling and Media Relay
¥ Mediation and Billing

2.2. SIP Signaling and Media Relay

In SIP-based communication networks, it is important to understand that the signaling path (e.g. for call
setup and tear-down) is completely independent of the media path. On the signaling path, the involved
endpoints negotiate the call routing (which user calls which endpoint, and via which path - e.g. using
SIP peerings or going through the PSTN - the call is established) as well as the media attributes (via
which IPs/ports are media streams sent and which capabilities do these streams have - e.g. video using
H.261 or Fax using T.38 or plain voice using G.711). Once the negotiation on signaling level is done, the
endpoints start to send their media streams via the negotiated paths.

The components involved in SIP and Media on the Sipwise C5 CE are shown in the following figure:
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Figure 2. SIP and Media Relay Components

2.2.1. SIP Load-Balancer

The SIP load-balancer is a Kamailio instance acting as ingress and egress point for all SIP traffic to and
from the system. 1tOs a high-performance SIP proxy instance based on Kamailio and is responsible for
sanity checks of inbound SIP traffic. It filters broken SIP messages, rejects loops and relay attempts and
detects denial-of-service and brute-force attacks and gracefully handles them to protect the
underlying SIP elements. It also performs the conversion of TLS to internal UDP and vice versa for
secure signaling between endpoints and Sipwise C5, and does far-end NAT traversal in order to enable
signaling through NAT devices.

The load-balancer is the only SIP element in the system which exposes a SIP interface to the public
network. Its second leg binds in the switch-internal network to pass traffic from the public internet to
the corresponding internal components.

The name load-balancer comes from the fact that in the commercial version, when scaling out the
system beyond one pair of servers, the load-balancer instance becomes its own physical node and
then handles multiple pairs of proxies behind it.

4 Copyright © Sipwise GmbH - All rights reserved
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On the public interface, the load-balancer listens on port 5060 for UDP and TCP, as well as on 5061 for
TLS connections. On the internal interface, it speaks SIP via UDP on port 5060 to the other system
components, and listens for XMLRPC connections on TCP port 5060, which can be used to control the
daemon.

Its config files reside in /etc/ngcp-config/templates/etc/kamailio/lb/ , and changes to these
files are applied by executing ngcpcfg apply "my commit message"

The SIP load-balancer can be managed via the commands ngcp-service start

kamailio-lb , hgcp-service stop kamailio-Ib and ngcp-service restart
kamailio-lb . Its status can be queried by executing ngcp-service status
TIP kamailio-Ib or ngcp-service summary | grep “"kamailio-lb" . Also ngcp-
kamctl Ib and ngcp-kamcmd Ib  are provided for querying kamailio functions, for
example: ngcp-kamemd Ib htable.dump ipban . Execute the command: ngcp-kamctl
Ib fifo system.listMethods or ngcp-kamemd |b system.listMethods to get the

list of all available queries.

2.2.2. SIP Proxy/Registrar

The SIP proxy/registrar (or short proxy) is the work-horse of Sipwise C5. 1tOs also a separate Kamailio
instance running in the switch-internal network and is connected to the provisioning database via
MySQL, authenticates the endpoints, handles their registrations on the system and does the call routing
based on the provisioning data. It is also connected to no-sqgl backend (Redis) for processing speed
purposes and for e.g. in this way manages ACC data, location records etc. For each call, the proxy looks

up the provisioned features of both the calling and the called party (either subscriber or domain
features if itOs a local caller and/or callee, or peering features if itOs from/to an external endpoint) and
acts accordingly, e.g. by checking if the call is blocked, by placing call-forwards if applicable and by
normalizing numbers into the appropriate format, depending on the source and destination of a call.

It also writes start- and stop-records for each call, which are then transformed into call detail records
(CDR) by the mediation system.

If the endpoints indicate negotiation of one or more media streams, the proxy also interacts with the
Media Relay to open, change and close port pairs for relaying media streams over Sipwise C5, which is
especially important to traverse NAT.

The proxy listens on UDP port 5062 in the system-internal network. It cannot be reached directly from
the outside, but only via the SIP load-balancer.

Its config files reside in /etc/ngcp-config/templates/etc/kamailio/proxy/ , and changes to
these files are applied by executing ngcpcfg apply "my commit message"

The SIP proxy can be controlled via the commands ngcp-service start kamailio-

proxy , ngcp-service stop kamailio-proxy and ngcp-service restart
kamailio-proxy . Its status can be queried by executing ngcp-service status

TIP kamailio-proxy or ngcp-service summary | grep “"kamailio-proxy" . Also
ngcp-kamctl proxy and ngcp-kamcmd proxy — are provided for querying kamailio
functions, for example: ngcp-kamctl proxy ul show . Execute the command: ngcp-
kamctl proxy fifo  system.listMethods or  ngcp-kamcmd proxy
system.listMethods to get the list of all available queries.

Copyright © Sipwise GmbH - All rights reserved 5
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2.2.3. SIP Back-to-Back User-Agent (B2BUA)

The SIP B2BUA (also called SBC within the system) decouples the first call-leg (calling party to Sipwise
C5) from the second call-leg (Sipwise C5 to the called party).

The software part used for this element is SEMS.

This element is typically optional in SIP systems, but it is always used for SIP calls (INVITE) that donOt
have Sipwise C5 as endpoint. It acts as application server for various scenarios (e.g. for feature
provisioning via Vertical Service Codes and as Conferencing Server) and performs the B2BUA
decoupling, topology hiding, caller information hiding, SIP header and Media feature filtering, outbound
registration, outbound authentication and call length limitation as well as Session Keep-Alive handler.

Due to the fact that typical SIP proxies (like the load-balancer and proxy in Sipwise C5) do only interfere
with the content of SIP messages where itOs necessary for the SIP routing, but otherwise leave the
message intact as received from the endpoints, whereas the B2BUA creates a new call leg with a new
SIP message from scratch towards the called party, SIP message sizes are reduced significantly by the
B2BUA. This helps to bring the message size under 1500 bytes (which is a typical default value for the
MTU size) when it leaves Sipwise C5. That way, chances of packet fragmentation are quite low, which
reduces the risk of running into issues with low-cost SOHO routers at customer sides, which typically
have problems with UDP packet fragmentation.

The SIP B2BUA only binds to the system-internal network and listens on UDP port 5080 for SIP
messages from the load-balancer or the proxy, on UDP port 5048 for control messages from the cli tool
and on TCP port 8090 for XMLRPC connections to control the daemon.

In cases when B2B is engaged into processing the media (RTP/RTCP data), it uses this UDP ports range
by default: 15000 - 19999.

Its configuration files reside in /etc/ngcp-config/templates/etc/ngcp-sems , and changes to
these files are applied by executing ngcpcfg apply "my commit message”

The SIP B2BUA can be controlled via the commands ngcp-service start sems , hgcp-
TIP service stop sems and ngcp-service restart sems . Its status can be queried by
executing ngcp-service status sems or ngcp-service summary | grep "sems"

2.2.4. SIP App-Server

The SIP App-Server is an Asterisk instance used for voice applications like Voicemail and Reminder
Calls. Asterisk uses the MySQL database as a message spool for voicemail, so it doesnOt directly access
the file system for user data. The voicemail plugin is a slightly patched version based on Asterisk 16.2.1
to make Asterisk aware of Sipwise C5 internal UUIDs for each subscriber. That way a SIP subscriber can
have multiple E164 phone numbers, but all of them terminate in the same voicebox.

The App-Server listens on the internal interface on UDP port 5070 for SIP messages and by default
uses media ports in the range from UDP port 10000 to 14999.

The configuration files reside in /etc/ngcp-config/templates/etc/asterisk , and changes to
these files are applied by executing ngcpcfg apply "my commit message"

The SIP App-Server can be controlled via the commands  ngcp-service start
TIP asterisk , ngcp-service stop asterisk and ngcp-service restart asterisk
Its status can be queried by executing ngcp-service status asterisk or ngcp-

6 Copyright © Sipwise GmbH - All rights reserved
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service summary | grep "asterisk"

2.2.5. Message Routing and Media Relay

The Media Relay (also called rtpengine) is a Kernel-based packet relay, which is controlled by the SIP
proxy. For each media stream (e.g. a voice and/or video stream), it maintains a pair of ports in the range
of port number 30000 to 44999. When the media streams are negotiated, rtpengine opens the ports in
user-space and starts relaying the packets to the addresses announced by the endpoints. If packets
arrive from different source addresses than announced in the SDP body of the SIP message (e.g. in case
of NAT), the source address is implicitly changed to the address the packets are received from. Once
the call is established and the rtpengine has received media packets from both endpoints for this call,

the media stream is pushed into the kernel and is then handled by a custom Sipwise iptables module to
increase the throughput of the system and to reduce the latency of media packets.

The rtpengine internally listens on UDP port 12222 for control messages from the SIP proxy. For each
media stream, it opens two pairs of UDP ports on the public interface in the range of 30000 and 40000

per default, one pair on even port numbers for the media data, and one pair on the next odd port
numbers for metadata, e.g. RTCP in case of RTP streams. Each endpoint communicates with one
dedicated port per media stream (opposed to some implementations which use one pair for both
endpoints) to avoid issues in determining where to send a packet to. The rtpengine also sets the
QoS/ToS/DSCP field of each IP packet it sends to a configured value, 184 (0xB8, expedited forwarding )
by default.

The kernel-internal part of the rtpengine is facilitated through an iptables module having the target
name RTPENGINE If any additional firewall or packet filtering rules are installed, it is imperative that this
rule remains untouched and stays in place. Otherwise, if the rule is removed from iptables, the kernel
will not be able to forward the media packets and forwarding will fall back to the user-space daemon.
The packets will still be forwarded normally, but performance will be much worse under those
circumstances, which will be especially noticeable when a lot of media streams are active concurrently.
See the section on Firewalling for more information.

The rtpengine configuration file s /etc/ngcp-config/templates/etc/default/ngcp-
rtpengine-daemon  , and changes to this file are applied by executing ngcpcfg apply "my commit
message" . The UDP port range can be configured via the config.yml file under the section
rtpengine . The QoS/ToS value can be changed via the key qos.tos_rtp

The Media Relay can be controlled via the commands ngcp-service start
rtpengine , ngcp-service stop rtpengine and ngcp-serivce restart
rtpengine . Its status can be queried by executing ngcp-service status rtpengine"

or ngcp-service summary | grep “rtpengine”

TIP

2.3. Redis Database

The Redis database is used as a high-performance key/value storage for global system data. This
includes calls information and concurrent calls counters for customers and subscribers, etc..

2.4. Scaling CARRIER beyond one Hardware Chassis

If Sipwise C5 CARRIER is scaled beyond 250,000 subscribers and therefore exceeds one chassis, a
second chassis is put into place. This chassis provides another two web servers, two db servers, two
load balancers and 8 proxies, doubling the capacity of the system.

Copyright © Sipwise GmbH - All rights reserved 7


security-performance/security-performance.pdf#firewalling

Sipwise NGCP Operations Manual: CE Chapter 2. Architecture

2.4.1. Scaling the DB cluster
The DB cluster is the only node type which requires a notable change on the architecture.
DB0la/b nodes have master<->master replication for High-Availability

DBO1!prxOla + DBO1!prxOlb are master!slave replication for read/write scale (write to remote/shared
db01, read from local prx DB).

Separate hot and cold data. Hot in Redis for low |O. Cold in MariaDB.
Separate huge data (e.g. voicemail, voisniff data) to separate 'storage' DB node.

With such setup the central db01 pair can handle all the planned and unexpected DB load without the
significant hardware resource usage. DBOla and DBO1b can be located in different Geo-locations for
High-Availability (low latency link is required for replications).

Further DB nodes scalability can be achieved using Geo-redundant setup. Please contact Sipwise sales
team for more details here.

2.4.2. Scaling the proxy cluster

New proxy nodes replicate via master/slave from the db nodes in the chassis as usual. Since the db
cluster holds all provisioning information of all subscribers, the proxy nodes join the cluster
transparently and will start serving subscribers as soon as all services on a new proxy are reachable
from the load balancers.

2.4.3. Scaling the load balancers

Load balancers start serving subscribers as soon as they are made visible to the subscribers. This could
either be done via DNS round-robin, but the better approach is to configure a DNS SRV record, which
allows for more fine-grained control like weighting load-balancer pairs and allowing fail-over from one
pair to another on the client side.

The load balancers use the Path extension of SIP to make sure during SIP registration that calls
targeted to a subscriber are routed via the same load balancer pair which the subscriber used during
registration for proper traversal of symmetric NAT at the customer premise.

A SIP or XMPP request reaching a load balancer can be routed to any available proxy in the whole
system, or only to proxies belonging to the same chassis as the load balancer, depending on the
system configuration.

2.4.4. Scaling the web servers

New web server pairs are made available to web clients via DNS round-robin. Any pair of web servers
can be used to read or write provisioning information via the web interfaces or the API.

2.5. Scaling to a Geo-Redundant setup

A basic Geo-Redundant configuration can be achieved by simply deploying all the spl nodes (A nodes
in case of CARRIER) into a location and the sp2 nodes (B nodes in case of CARRIER) into another one.
The locations have to be connected by a reliable and low latency layer 2 link.

8 Copyright © Sipwise GmbH - All rights reserved
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This setup has many advantages and gives the possibility to have full business continuity in case one of
the locations goes completely down but it has also some drawbacks:
¥ in case one site goes down, the remaining site is in an 'unstable’ state due to missing HA nodes.

¥ only one location is active at a time. Therefore it is not possible to take advantage of all the benefits
of a geo-located system. This can be improved by activating services as ‘instances’ as described
here.

¥in case the connection between the two systems goes down, a split brain scenario will happen
causing an instability of the whole system.

A new alternative approach consists of the deployment of two fully operational PRO or Carrier systems,
from now on referred to as 'cluster’, connected by the aforementioned reliable and low latency layer 2
link.

Compared to the previous setup, this configuration has the following advantages:

¥ single management interface access (APl and Web interface) for both systems

¥ geo-locate the SIP/RTP connections and traffic in order to always connect endpoints to the nearest
cluster (it requires dedicated network configurations)

¥ fallback of the endpoint connections to the other cluster node
¥ communications between subscribers registered on different clusters remains internal
¥ in case one cluster goes down, the other continues to work in standard mode with a local HA

¥in case the interconnection between clusters down, the two systems continue to work
independently. After the connection is re-established, a dedicated DB resynchronization will
happen.

In this architecture the interconnection link between the two clusters will be

used not only for database replica and internal synchronization but also for
internal SIP/RTP traffic. Due to that, it is important that the link has very low
latency and high throughput.

IMPORTANT

The final setup looks like:

Copyright © Sipwise GmbH - All rights reserved 9
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Figure 3. Geo-Redundant Carrier Overview
In particular:

¥ each 'web' node has a built-in mechanism based on ha-proxy to select which 'db' node to use as
backend. By default they always try to use the local node as primary connection and switch to the
remote node in case of missing local connection or faulty local replica status.

¥ mysqgl and keydb databases running on 'db’ nodes are in a full master-master replica setup. This is
to ensure the presence of same data (provisioning, locations, CDRs, etc.) on both clusters.

¥ each cluster uses local 'Ib' and 'prx' nodes as in standard carrier architecture, except when the
called subscriber is registered on the other cluster. In these cases local 'prx' node can directly
contact the remote 'Ib' to route the calls to the final destination.

¥ using DNS-SRYV records, endpoints are usually registered on the nearest cluster. In case of failure of
the local connection, then DNS-SRV is responsible to route new registrations to remote cluster.

¥ ngcpcfg framework enables the operator to manage the whole system from one cluster node.

For any additional details on the Geo-Redundant setup and how to configure it, please contact Sipwise

sales.

10
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Chapter 3. Deployment

This chapter provides a step by step instruction on how to set up a Sipwise C5 from scratch.

3.1. Initial Installation

3.1.1. Prerequisites

For an initial installation of Sipwise C5 , it is mandatory that your production environment meets the
following criteria:

Hardware Requirements

¥ Recommended: Dual-core, x86_64 compatible, 3GHz, 4GB RAM, 128GB HDD
¥ Minimum: Single-core, x86_64 compatible, 1GHz, 2GB RAM, 24GB HDD

Supported Operating Systems

¥ Debian 12 (bookworm) 64-bit

Internet Connection
¥ Hardware needs connection to the Internet

Only Debian 12 (bookworm) 64-bit is currently supported as a host system for

IMPORTANT Sipwise C5 .

It is HIGHLY recommended that you use a dedicated server (either a physical or
IMPORTANT a virtual one) for Sipwise C5, because the installation process will wipe out
existing MySQL databases and modify several system configurations.

3.1.2. Using Sipwise C5 install CD (recommended)

The install CD provides the ability to easily install Sipwise C5 CE/PRO/Carrier, including automatic
partitioning and installation of the underlying Debian system.

PRO/Carrier can be installed only with a commercial license. Otherwise a

IMPORTANT . . . : .
warning about lack of access to Debian repository will be displayed.

You can install the current Sipwise C5 CE version mrl11.5.1 using install CD image (checksums: shal,
md5).

The Sipwise C5 install CD automatically takes care of partitioning, any present
data will be overwritten! While the installer prompts for the disk that should be

IMPORTANT used for installation before its actual execution, itOs strongly recommended to
boot the ISO in an environment with empty disks or disks that you donOt plan to
use for anything else than the newly installed Sipwise C5 system.

When DHCP is available in your infrastructure then you shouldnOt have to configure
TIP anything, instead choose DHCPand press enter. If network configuration still doesnOt work
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as needed a console based network configuration system will assist you in setting up your
network configuration. VLANS are also supported at this stage.

Also, you can use Sipwise C5 install CD to boot the Grml (Debian based live system) rescue system,
check RAM using a memory testing tool or install plain Debian system for manual installation using
Sipwise C5 installer.

3.1.3. Using a pre-installed virtual machine

For quick test deployments, pre-configured virtualization images are provided. These images are
intended to be used for quick test, not recommended for production use.

Vagrant box for VirtualBox

Vagrant is an open-source software for creating and configuring virtual development environments.
Sipwise provides a so called Vagrant base box for your service, to easily get direct access to your own
Sipwise C5 Virtual Machine without any hassles.

The following software must be installed to use Vagrant boxes:  VirtualBox v.5.2.26+and

NOTE Vagrant v.2.2.3+

Get your copy of Sipwise C5 by running:

vagrant init spce-mr11.5.1
https://deb.sipwise.com/spce/images/mrl1.5.1/sip_provider CE_mrl11.5.1 va
grant.box

vagrant up

As soon as the machine is up and ready you should have your local copy of Sipwise C5 with the
following benefits:

¥ all the software and database are automatically updated to the latest available version
¥ the system is configured to use your LAN IP address (received over DHCP)

¥ basic SIP credentials to make SIP-2-SIP calls out of the box are available

Use the following command to access the terminal:

vagrant ssh
or login to Administrator web-interface at  https://127.0.0.1:1443/ (with default user administrator and
password administrator ).
There are two ways to access VM resources, through NAT or Bridge interface:

a.b.c.d is IP address of VM machine received from DHCP; x.y.z.p is IP address of your

NOTE host machine

Table 1. Vagrant based VirtualBox VM interfaces:
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Description

SSH

Administrator interface

New Customer self care
interface

Old Customer self care
interface

Provisioning interfaces

SIP interface

Host-only address

ssh://127.0.0.1:2222

https://127.0.0.1:1443/

https://127.0.0.1:1443

https://127.0.0.1:22443

https://127.0.0.1:2443

not available

Sipwise NGCP Operations Manual: CE

LAN address

ssh://a.b.c.d:22 or
ssh:/Ix.y.z.p:2222

https://a.b.c.d:1443/ or
https://x.y.z.p:1443/

https://a.b.c.d:1443 or
https://x.y.z.p:1443

https://a.b.c.d:443 or
https://x.y.z.p:22443

https://a.b.c.d:2443 or
https://x.y.z.p:2443

sip://a.b.c.d:5060

Notes

Also available via
"vagrant ssh”

new self-care interface
based on powerful
ngcp-panel framework

will be removed in
upcoming releases

Both TCP and UDP are
available.

VM ports smaller than 1024 are mapped to ports 22<vm_port> through NAT, otherwise

NOTE

root on host machine requires to map them. So for example SSH port 22 gets mapped
to port 2222, WEB port 443 to 22443.

VM IP address (a.b.c.d), as well as SIP credentials will be printed to terminal during "vagrant up" stage,

e.g.

[20_add_sip_account] Adding SIP credentials...
- removing domain 192.168.1.103 with subscribers

[20_add_sip_account]
[20_add_sip_account]
[20_add_sip_account]
43991002)
[20_add_sip_account]
43991003)
[20_add_sip_account]
43991004)
[20_add_sip_account]
43991005)
[20_add_sip_account]
43991006)
[20_add_sip_account]
43991007)
[20_add_sip_account]
43991008)
[20_add_sip_account]
43991009)

- adding domain 192.168.1.103
- adding subscriber 43991002@192.168.1.103 (pass:

- adding subscriber 43991003@192.168.1.103 (pass:

- adding subscriber 43991004@192.168.1.103 (pass:

- adding subscriber 43991005@192.168.1.103 (pass:

- adding subscriber 43991006@192.168.1.103 (pass:

- adding subscriber 43991007 @192.168.1.103 (pass:

- adding subscriber 43991008 @192.168.1.103 (pass:

- adding subscriber 43991009@192.168.1.103 (pass:

[20_add_sip_account] You can USE your VM right NOW:
https://192.168.1.103:1443/

To turn off your Sipwise C5 virtual machine, type:

Copyright © Sipwise GmbH - All rights reserved
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vagrant halt

To completely remove Sipwise C5 virtual machine, use:

vagrant destroy

vagrant box remove spce-mrl11.5.1
Further documentation for Vagrant is available at the official Vagrant website .
Vagrant usage tips:

¥ Default SSH login is root and password is sipwise. SSH connection details can be displayed via:

E vagrant ssh-config

¥ VirtualBox Guest Additions is installed by default but disabled. Enable it to use Vagrant Synced
Folders feature. Execute the following commands inside VM:

E systemctl start vboxadd-service.service vboxadd.service

E ngcpcfg set /etc/ngep-config/config.yml
"systemd.custom_preset=['vboxadd-service.service', 'vboxadd.service'"
E ngcpcfg apply "Start VirtualBox Guest Additions on boot"

¥ You can download a Vagrant box for VirtualBox from  here manually (checksums: shal, md5).

VirtualBox image

You can download a VirtualBox image from here (checksums: shal, md5). Once you have downloaded
the file you can import it to VirtualBox via its import utility.

The format of the image is ova. If you have VirtualBox 3.x running, which is not compatible with ova
format, you need to extract the file with any tar compatible software and import the ovf file which is
inside the archive.

On Linux, you can do it like this:

tar xvf sip_provider_CE_mr11.5.1_virtualbox.ova

On Windows, right-click on the ova file, choose  Open with and select WinZIP or WinRAR or any other
application able to extract tar archives. Extract the files to any place and import the resulting  ovf file in
VirtualBox.

Considerations when using this virtual machine:

¥ You will need a 64bit guest capable VirtualBox setup.
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¥ The root password is sipwise

¥ You should use bridge mode networking (adjust your bridging interface in the virtual machine
configuration) to avoid having Sipwise C5 behind NAT.

¥ YouOll need to adjust your timezone and keyboard layout.

¥ The network configuration is set to DHCP. YouOll need to change it to the appropriate static
configuration.

¥ As the virtual image is a static file, it wonOt contain the most updated versions of our software.
Please upgrade the system via apt as soon as you boot it for the first time.

VMware image

You can download a VMware image from here (checksums: shal, md5). Once you have downloaded
the file, extract the zip file and copy its content to your virtual machines folder.

Considerations when using this virtual machine:

¥ You will need a 64bit guest capable vmware setup.
¥ The root password is sipwise
¥ YouOll need to adjust your timezone and keyboard layout.

¥ The network configuration is set to DHCP. YouOll need to change it to the appropriate static
configuration.

¥ As the virtual image is a static file, it wonOt contain the most updated versions of our software.
Please upgrade the system via apt as soon as you boot it for the first time.

Amazon EC2 image

Sipwise provides AMI (Amazon Machine Images) images in several Amazon EC2 regions for the
supported Sipwise C5 releases only. Please find the appropriate AMI ID for your region in release
announcement .

If the release is out of support you can still find AMI image for it but only in one region -

NOTE
© eu-central-1

The current documentation will use Amazon region  eu-central-1 with AMI ID ami-
NOTE 0868999d7bad41b562 as an example. Please find the appropriate AMI ID for your region
in the latest release announcement

If you want to use Sipwise C5 AMI image in one of the regions where itOs not available, you
can create your own private AMI image based on the one provided by Sipwise.

You can create your private image in any region following these steps

¥ Go to eu-central-1 region with your EC2 account.
TIP
¥ Find Sipwise AMI image for the release you want. You can get AMI image id from

release notes for that specific release.
¥ Launch temporary VM instance with that image.

¥ Right-click the instance and choose Create Image from the context menu.
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¥ In the Create Image dialog box, type a unique name and description, and then choose
Create Image .

¥ It may take a few minutes for the AMI to be created. After it is created, it will appear in
the AMIs view in AWS Explorer .

¥ Stop and destroy temporary VM.

¥ Select the AMI youOve just created and choose Actions, Copy AMI .

¥ On the Copy AMI page set Destination Region to the region of your choice.
¥ Choose Copy AMI.

¥ Now you can find the AMI image copied to a region of your choice.

¥ The initial status of the new AMI is Pending. The AMI copy operation is complete when
the status is Available.

¥ Now you can use your own image and follow the steps from example below to launch
Sipwise C5 instance in the region of your choice.

For more details please follow the official Amazon AWS documentation about how to
create and copy AMI images.

As a next step please visit https://console.aws.amazon.com/ec2/v2/home?region=eu-central-1 with
your EC2 account.

Choose "Launch Instance":

Create Instance

To start using Amazan EC2 you will want to launch a virtual server, lknown as an Amazon EC2 instance.

Launch Instance

Mote: Your instances will launch in the EL West (Ireland) region
Figure 4. Launch Amazon EC2 Instance for your region

Select "Community AMIs" option, enter "ami-0868999d7ba41b562" inside the search field and press
"Select" button:

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5.Tag Instance 6. Configure Security Group 7. Review

Step 1: Choose an Amazon Machine Image (AMI) Cancel and Exit

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to launch your instance. You can select an AMI provided by AWS, our user
community, or the AWS Marketplace; or you can select one of your own AMIs

Quick Start 1to 1 of 1 AMIS
&, ami-37b87340 X
My AMIs
AWS Markelplace a ngep-ce-mr3.3.1 - ami-37h87340 m
Cfficial sip:provider CE AMI for release mi3.3.1.3 [2014-06-23_20:51]
Community AMIs Ga-ait

Roct device type: ebs Virtualization type: paravirtual

Figure 5. Choose an image (different for each region)

Select the Instance Type you want to use for running Sipwise C5 (recommended: >=4GB RAM):
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1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 2: Choose an Instance Type

Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications. They have
varying combinations of CPU, memory, storage, and networking capacity, and give you the flexibility to choose the appropriate mix of resources for your applications.
Learn more about instance types and how they can meet your computing needs.

Filterby:  All instance types Current generation ¥ Show/Hide Columns

Currently selected: t2. medium (Variable ECUs, 2 vCPUs, 2.3 GHz, Intel Broadwell E5-2686v4, 4 GiB memory, EBS only)

Instance L. IPv6
Family - Type - vepus (i) - Memery Storage (GB) ~ SRR SO Network ~  Support ~

(GiB) o Available (i) Performance (i) o

General purpose t2.nano 1 0.5 EBS only - Low to Moderate Yes

General purpose j_2_.m|_c__ 1 1 EBS only - Low to Moderate Yes
"""""""""

General purpose t2.small 1 2 EBS only - Low to Moderate Yes

[ ] _G_f_:n_f;r_ql_ purpose §_2_._r[1f:_t1_i_q|'_r1_ 2 4 EBS only - Low to Moderate Yes

General purpose t2.large 2 8 EBS only - Low to Moderate Yes

General purpose t2.xlarge 4 16 EBS only - Moderate Yes

General purpose t2.2xlarge 8 32 EBS only - Moderate Yes

Figure 6. Choose Amazon EC2 instance

Do not forget to tune necessary Sipwise C5 performance parameters depending on
TIP Amazon EC2 instance type and performance you are looking for. Find more information
about Sipwise C5 performance tuning in  System Requirements and Performance

Run through next configuration options

¥ Configure Instance: optional (no special configuration required from Sipwise C5)
¥ Add Storage: choose >=8GB disk size (no further special configuration required from Sipwise C5)
¥ Tag Instance: optional (no special configuration required from Sipwise C5)
¥ Configure Security Group: create a new security group, using the following rules:

"TCP port 22 (SSH)

"TCP port 443 (HTTPS/CSC)

"TCP port 1443 (Admin Panel)

"TCP port 5060 (SIP/TCP)

"UDP port 5060 (SIP/UDP)

"TCP port 5061 (SIP/TLS)

"TCP port 5222 (SIP)

"TCP port 5269 (SIP)

"UDP port 30000:44999 (RTP)

Please feel free to restrict the 'Source' options in your Security Group to your own

NOTE (range of) IP addresses, especially for SSH and Admin Panel!
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1. Choose AMI

2. Choose Instance Type

3. Configure Instance

Step 6: Configure Security Group
A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you
want to set up a web server and allow Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security

group or select from an existing one below. Learn more about Amazon EC2 security groups.

Type (i)

Finally review instance in the last step ( Review Instance Launch

SSH v

HTTPS v

Custom TClw

Custom TClw

Custom UDIw

Custom TClv

Custom TClv

Custom TClv

Custom UDIw

Assign a security group:

Security group name:

Description:

Protocol (i)
TCP
TCP
TCP
TCP
upp
TCP
TCP
TCP

UDpP

4. Add Storage 5. Add Tags

* Create a new security group

Select an existing security group

ngcp-ce

~

Port Range (i)

22

443

1443

5060

5060

5061

5222

5269

30000-44999

Sipwise C5 CE

-

Source (i)

Custom

Custom

Custom

Custom

Custom

Custom

Custom

Custom

Custom

w

b

w

W

w

w

b
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6. Configure Security Group 7. Review

0.0.0.0/0,:
0.0.0.0/0,
0.0.0.0/0,
0.0.0.0/0,
0.0.0.0/0,
0.0.0.0/0,
0.0.0.0/0,
0.0.0.0/0,:

0.0.0.0/0, =

Description (i)
SSH
HTTPS/CSC
Admin Panel
SIP/TCP
SIP/UDP
SIP/TLS
SIp

SIP

00000000

RTP

Figure 7. Configure Security Group

) and press Launch button.

Choose an existing key pair which you want to use for logging in, or create a new one if you donOt have
one.

18
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Select an existing key pair or create a new key pair X

A key pair cansists of a public key that AWS stores, and a private key file that you stare. Together,

they allow you to connect to your instance securely. For Windows AMIs, the private key file is required

to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Mote: The selected key pair will be added to the set of keys authorized for this instance. Learn mare
about removing existing key pairs from a public Al

<>

[Create anew key pair

Key pair name

sip-provider-ce |

Download Key Pair

You have to download the private Key file (* pem file) befare you can continue.
Store it in a secure and accessible location. You will not be able to download the
file again after it's created.

Cancel

Figure 8. Choose a key pair to access the system

You should have a running instance after a few seconds/minutes now (check DNS name/IP address).

EC2 Dashboard Launch Instance Connect  Actions ¥ S %9

Events 4 e

Tags Filter: Allinstances ¥  All instance types v , i-ab6Bc7e8 * 1to 1 of 1 Instances

Reparts

Limits @ Name ¥ - | Instance ID - Instance Type - Availability~ Instance State -~ Status Checks ~ Alarm Sta  Public DNS ~  Public IP
= INSTANCES a #  i-abBBc7es m3.medium eu-west-1h @ running = Initializing Nene g ec2-54-195-40-219 su- 54.195 40

| Instances
Spot Requests
Reserved Instances

Figure 9. Running Amazon EC2 Sipwise NGCP instance

First step should be logging in to the Admin panel (username  administrator , password administrator )
and changing the default password: https://$DNS:1443/ and then follow Security, Performance and
Troubleshooting to secure your installation.

Logging in via SSH should work now, using the key pair name (being sip-provider-ce.pem as $keypair in
our example) and the DNS name/IP address the system got assigned.

ssh -i $keypair.pem admin@$DNS
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Now you can increase your privileges to user root for further system configuration:

sudo -s

DonOt forget to add the Advertised IP for kamailio Ib instance, since itOs required by the Amazon EC2
network infrastructure:

ngcp-network --set-interface=eth0 --advertised
-ip=<your_public_amazon_ip>

and apply your changes:

ngcpcfg apply ‘add advertised-ip on interface eth0'

Now feel free to use your newly started Amazon EC2 Sipwise C5 instance!

Do not forget to stop unnecessary instance(s) to avoid unexpected costs (see

WARNING https://aws.amazon.com/ec2/pricing/ )-

3.2. Initial System Configuration

After the configuration you are ready to adjust the system parameters to your needs to make the
system work properly.

3.2.1. Network Configuration

If you have only one network card inside your system, its device name is  ethO0, itOs configured and only
IPV4 is important to you then there should be nothing to do for you at this stage. If multiple network
cards are present, your network card does not use ethO for its device name or you need IPv6 then the
only parameter you need to change at this moment is the listening address for your SIP services.

To do this, you have to specify the interface where your listening address is configured, which you can
do with the following command (assuming your public interface is eth0):

ngcp-network --set-interface=eth0 --ip=auto --netmask=auto --hwaddr=auto
ngcp-network --move-from=lo --move-to=eth0 --type=web_ext --type=sip_ext
--type=rtp_ext --type=ssh_ext --type=web_int

If you want to enable IPv6 as well, you have to set the address on the proper interface as well, like this
(assuming you have an IPv6 address fdda:5cc1:23:4:0:0:0:16n interface eth0):

ngcp-network --set-interface=eth0 --ipv6="FDDA:5CC1:23:4:0:0:0:1F'

Always use a full IPv6 address with 8 octets. Leaving out zero octets (e.g.

e FDDA:5CC1:23:4::1F ) isnot allowed .
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You should use the IPv6 address in upper-case because LB (kamailio) handles

IMPORTANT . )
the IPv6 addresses internally in upper-case format.

Check or adjust the network configuration in the  /etc/ngcp-config/network.yml  file.

editor /etc/ngcp-config/network.yml

The following configuration shows NGCP running in the internal 192.168.0.0/24 network behind the
NAT:

self:

ethO:
dns_nameservers:
-192.168.0.1
hwaddr: 11:22:33:44:55:66
ip: 192.168.0.10
gateway: 192.168.0.1
netmask: 255.255.255.0
type:
- ssh_ext
- web_ext
- web_int
- Sip_ext
- rtp_ext

interfaces:

-lo

- ethO

lo:

[T> [Tp TP T [T T Tp ™ T T [T [T [T T T [Th TP TP -

Apply the adjusted network configuration, and  /etc/network/interfaces  will be regenerated from the
new configuration.

ngcpcfg apply ‘change network configuration'

The resulting /etc/network/interfaces  file will look like this:

# File autogenerated by ngcpcfg

#lo
auto lo

iface lo inet loopback
#

# ethO
auto ethO
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iface ethO inet static

E address 192.168.0.10

E netmask 255.255.255.0

E gateway 192.168.0.1

E dns-nameservers 192.168.0.1
#

Reboot the server to apply the new network configuration:

reboot

3.2.2. Apply Configuration Changes

In order to apply the changes you made to /etc/ngcp-config/config.yml , you need to execute the
following command to re-generate your configuration files and to automatically restart the services:

ngcpcfg apply 'added network interface'

TIP At this point, your system is ready to serve.

3.2.3. Start Securing Your Server

During installation, the system user cdrexport is created. This jailed system account is supposed to be
used to export CDR files via sftp/scp. Set a password for this user by executing the following
command:

passwd cdrexport

The installer has set up a MySQL database on your server. You need to set a password for the MySQL
root user to protect it from unauthorized access by executing this command:

mysgladmin password <your mysql root password>

For the Administrative Web Panel located at https://<your-server-ip>:1443/ , a default user administrator
with password administrator has been created. Connect to the panel (accept the SSL certificate for
now) using those credentials and change the password of this user by going to SettingsAdministrators
and click the Edit when hovering over the row.

3.2.4. Configuring the system-wide editor

The default editor is set to nano on the system. If you prefer a different editor, make sure itOs installed
and set the default editor via:

sudo update-alternatives --config editor
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if you want to use a specific editor only temporarily, set the  EDITORenvironment variable
TIP instead. For example to run command with the editor set to vim, invoke "EDITOR=vim

command ".

3.2.5. Configuring the Email Server

The Sipwise C5 installer will install mailx (which has Exim4 as MTA as a default dependency) on the
system, however the MTA is not configured by the installer. If you want to use the Voicemail-to-Email
feature of the Voicebox, you need to configure your MTA properly. If you are fine to use the default
MTA Exim4, execute the following command:

sudoedit /etc/ngcp-config/config.yml # edit section 'email:' according

to your needs
sudo ngcpcfg apply 'adjust exim4 / MTA configuration’

You are free to install and configure any other MTA (e.g. postfix) on the system, if

IMPORTANT you are more comfortable with that.

3.2.6. Advanced Network Configuration

You have a typical test deployment now and you are good to go, however you may need to do extra
configuration depending on the devices you are using and functionality you want to achieve.

3.2.7. What®s next?

To test and use your installation, you need to follow these steps now:
1. Create a SIP domain
2. Create some SIP subscribers
3. Register SIP endpoints to the system

4, Make local calls and test subscriber features

5. Establish a SIP peering to make PSTN calls

Please read the next chapter for instructions on how to do this.
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Chapter 4. Concept

4.1. Contacts

A contact contains information such as the name, the postal and email addresses, and others. A
contactOs main purpose is to identify entities (resellers, customers, peers and subscribers) it is
associated with.

A person or an organization may represent a few entities and it is handy to create a corresponding
organizationOs contact beforehand and use it repeatedly when creating new entities. In this case we
suggest populating the External # field to distinguish between customers associated with the same
contact.

Reseller Contact Customer External #
_ DTS 0007
Default Rylic Longstaff
Morning Times 0008
Clare Fenn Lantern Co #N#
TelephOne .
Ike Leonard City Bank #N#

Note that the only required contact field is email . For contacts associated with customers, it will be
used for sending invoices and notifications such as password reset, new subscriber creation and others.
A contact for a subscriber is created automatically but only if you specify an email address for this
subscriber. It is mainly used to send notification messages, e.g. in case of a password reset.

4.2. Resellers

The reseller model allows you to expand your presence in the market by including virtual operators in
the sales chain. A virtual operator can be a company without its own VolP platform and even without a
technical background, but with sales presence in a market. You define such a company as a reseller in
the platform: grant limited access to the administrative web interface (the reseller administrator will
only see his own customers, domains and billing profiles) and define wholesale rates for this reseller.
Then, the reseller is free to operate under its own brand, make up its retail rates, establish the customer
base and resell your services to its customers. The resellerOs profit is a margin between the wholesale
and retail rates. The platform operator can in turn generate invoices to charge the resellers.

Let us consider an example:

¥ You operate in Munich and provide residential and business services.

¥ A company Cheap Call that has a strong presence in Frankfurt offers to resell your services under
its own brand in this city.

¥ You define wholesale rates for Cheap Call, such as calls to Argentina at $0,03.
¥ Cheap Call defines its retail price and offers calls to Argentina at $0,04.

¥ When one of Cheap CallOs subscribers makes a 5-minute call to Argentina, this subscriber will be
charged $0,20.

¥ You will get $0,15 revenue and Cheap CallOs profit will be $0,20 % $0,15 = $0,05.
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