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Chapter 1. Introduction

1.1. About this Handbook

This handbook describes the architecture and the operational steps to install, operate and modify the
Sipwise C5 PRO/CARRIER.

In various chapters, it describes the system architecture, the installation and upgrade procedures and
the initial configuration steps to get your first users online. It then dives into advanced preference
configurations such as rewrite rules, call blocking, call forwarding, etc.

There is a description of the customer self-care interface, how to configure the billing system and how
to provision the system via the API.

Finally, it describes the internal configuration framework, the network configuration and gives hints
about tweaking the system for better security and performance.

1.2. What is the Sipwise C5 PRO/CARRIER?

Sipwise C5 (also known as NGCP - the Next Generation Communication Platform) is a SIP-based Open
Source Class 5 VolP soft-switch platform that allows you to provide rich telephony services. It offers a
wide range of features (e.g. call forwarding, voicemail, conferencing etc.) that can be configured by end
users in the self-care web interface. For operators, it offers a web-based administrative panel that
allows them to configure subscribers, SIP peerings, billing profiles, and other entities. The administrative
web panel also shows the real-time statistics for the whole system. For tight integration into existing
infrastructures, Sipwise C5 provides a powerful REST API interface.

Sipwise C5 has three solutions that differ in call capacity and service redundancy: CARRIER, PRO and
CE. The current handbook describes the PRO/CARRIER solution.

The Sipwise C5 CARRIER comes pre-installed on six or more servers in one or more Lenovo Flex
System Enterprise Chassis, see Architecture . Apart from your product specific configuration, there is no
initial configuration or installation to be done to get started.

The Sipwise C5 PRO can be pre-installed on two hardware servers or deployed in a customer virtual
environment. Apart from your product specific configuration, there is no initial configuration or
installation to be done to get started.

1.3. The Advantages of the Sipwise C5 PRO/CARRIER

Opposed to free VolIP software, Sipwise C5 is not a single application, but a complete software platform
based on Debian GNU/Linux.

Using a highly modular design approach, Sipwise C5 leverages popular open-source software like
MySQL, NGINX, Kamailio, SEMS, Asterisk, etc. as its core building blocks. These blocks are glued
together using optimized and proven configurations and workflows and are complemented by
functionality developed by Sipwise to provide fully-featured and easy-to-operate VoIP services.

The installed applications are managed by the Sipwise C5 Configuration Framework. This configuration
framework makes it possible to change low-level system parameters in a single place, so Sipwise C5

Copyright © Sipwise GmbH - All rights reserved 1
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administrators donOt need to have any knowledge of dozens of different configuration files from
different packages. This provides a bullet-proof way of operating, changing and tweaking an otherwise
quite complex system.

Once configured, integrated web interfaces are provided for both end users and Sipwise C5
administrators. Provisioning and billing APl allows companies to tightly integrate Sipwise C5 into
existing OSS/BSS infrastructures to optimize workflows.

1.4. Who is the Sipwise C5 PRO/CARRIER for?

The Sipwise C5 PRO/CARRIER are specifically tailored to companies who want to provide fully-
featured SIP-based VolP service without having to go through the steep learning curve of SIP signalling.
It integrates the different building blocks to make them work together in a reasonable way. The Sipwise
C5 PRO/CARRIER is already deployed all around the world by all kinds of VolP operators, using it as
Class5 soft-switch, as Class4 termination platform or even as Session Border Controller with all kinds of
access networks, like Cable, DSL, WiFi and Mobile networks.

1.5. Getting Help

1.5.1. Phone Support

Depending on your support contract, you are eligible to contact our Support Team by phone either
during business hours or around the clock. Business hours refer to the CET/CEST time zone
(Europe/Vienna). Please check your support contract to find out the type of support youOve purchased.

Before calling our Support Team, please also open a ticket in our Ticket System and provide as much
detail as you can for us to understand the problems, fix them and investigate the cause. Please provide
the number of your newly created ticket when asked by our support personnel on the phone.

You can find phone numbers, Ticket System URL, and account information in your support contract.
Please make this information available to the persons in your company maintaining Sipwise C5.

1.5.2. Ticket System

Depending on your support contract, you can create either a limited or an unlimited amount of support
tickets on our Web-based Ticket System. Please provide as much information as possible when
opening a ticket, especially the following:

¥ WHAT is affected (e.g. the whole system is unreachable, or customers canOt register or place calls)

¥ WHO is affected (e.g. all customers, only parts of it, and WHICH parts - only customers in a
particular domain or customers with specific devices, etc.)

¥ WHEN did the problem occur (time frames, or after the firmware of specific devices types have
been updated, etc.)

Our Support Team will ask further questions via the Ticket System along the way of troubleshooting
your issue. Please provide the information as soon as possible to solve your issue promptly.

2 Copyright © Sipwise GmbH - All rights reserved
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Chapter 2. Architecture

2.1. Platforms

2.1.1. CARRIER Platform

The Sipwise C5 CARRIER platform is composed by a cluster of four different node types, which are all
deployed in active/standby pairs:

¥ Web-Servers (webla/weblb): Provide northbound interfaces (CSC, API) via HTTPS for provisioning

¥ DB-Servers (dbla/dblb): Provide the central persistent SQL data store for customer data, peering
configuration, billing data etc.

¥ Proxy-Servers (proxyla/proxylb .. proxy4al/proxy4b): Provide the SIP and XMPP signalling engines,
application servers and media relays to route Calls and IM/Presence and serve media to the
endpoints.

¥ Load-Balancers (Ibla/lblb): Provide a perimeter for SIP and XMPP signalling.

O Q  Users

C% %4 Administrators
API

I MySQL, Redis
Replication dbib
dbla
MySQL, Redis g MySQL, Redis

Replication proxylb proxydb Replication
~ proyla ~  proxyda

Figure 1. CARRIER Architecture Overview

The system is provisioned via the web servers on a central pair of db servers. Signalling is entering the
system via the Ib servers to a cluster of proxies, which in turn communicate directly (caching and
shared data) and indirectly (static provisioning data replicated via master/slave) with the db servers.
Each pair of proxy is capable of handling any subscriber, so subscribers are not bound to specific
"home proxies". Once a call starts on a proxy pair, it is ensured that the full range of services is provided
on that pair (voicemail, media, billing, E) until call-teardown. Failures on an active  proxy node cause a
fail-over to the corresponding stand-by node within the proxy pair, taking over the full signalling and
media without interruptions.

2.1.2. PRO Platform

The Sipwise C5 PRO platform consists of two identical appliances working in active/standby mode. The
components of a node are outlined in the following figure:
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The main building blocks of Sipwise C5 are:

¥ Provisioning

SIP
Endpoints

¥ SIP Signaling and Media Relay

¥ Mediation and Billing
¥ Monitoring and Alerting

¥ High Availability and Fail-Over

2.2. Provisioning

i

‘@

SIP
Peerings

Figure 2. PRO Architecture Overview

Any HTTPS traffic for provisioning (web interfaces, northbound APIs) but also for phone auto-
provisioning enters the platform on the active web server. The web server runs an nginx instance acting
as a reverse proxy for the ngcp-panel process, which in turn provides the provisioning functionality.

The web server is connected to the db server pair, which provides a persistent relational data store via
MySQL and a high-performance system cache using Redis key-value store.

2.3. APl and Web Interface
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Figure 3. CARRIER Web Server Overview

The web server pair is an active/standby pair of nodes connected via an HA service (GCS/CRM). If one
of the servers fail (by losing connection to the outside while the standby server is still connected, or
caused by a hardware failure, or if itOs down due to maintenance), the standby server takes over the
shared IP address of the active node and continues serving the provisioning interface.

2.4. SIP Signaling and Media Relay

In SIP-based communication networks, it is important to understand that the signaling path (e.g. for call
setup and tear-down) is completely independent of the media path. On the signaling path, the involved
endpoints negotiate the call routing (which user calls which endpoint, and via which path - e.g. using
SIP peerings or going through the PSTN - the call is established) as well as the media attributes (via
which IPs/ports are media streams sent and which capabilities do these streams have - e.g. video using
H.261 or Fax using T.38 or plain voice using G.711). Once the negotiation on signaling level is done, the
endpoints start to send their media streams via the negotiated paths.

On a CARRIER any signalling traffic enters and leaves the system via load balancers, which act as a
perimeter towards the customer devices and performs NAT handling, DoS and DDoS mitigation. New
connections are routed to a random pair of proxy servers, which do the actual routing for SIP and XMPP.
The proxy servers also engage media relays for voice and video streams, which bypass the load
balancers and communicate directly with the customer devices for performance reasons.

The components involved in SIP and Media on the Sipwise C5 PRO/CARRIER are shown in the
following figure:

Copyright © Sipwise GmbH - All rights reserved 5
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Figure 4. SIP and Media Relay Components

2.4.1. SIP Load-Balancer

The SIP load-balancer is a Kamailio instance acting as ingress and egress point for all SIP traffic to and
from the system. 1tOs a high-performance SIP proxy instance based on Kamailio and is responsible for
sanity checks of inbound SIP traffic. It filters broken SIP messages, rejects loops and relay attempts and
detects denial-of-service and brute-force attacks and gracefully handles them to protect the
underlying SIP elements. It also performs the conversion of TLS to internal UDP and vice versa for
secure signaling between endpoints and Sipwise C5, and does far-end NAT traversal in order to enable
signaling through NAT devices.

The load-balancer is the only SIP element in the system which exposes a SIP interface to the public
network. Its second leg binds in the switch-internal network to pass traffic from the public internet to
the corresponding internal components.

The name load-balancer comes from the fact that when scaling out Sipwise C5 beyond one pair of
servers, the load-balancer instance becomes its own physical node and then handles multiple pairs of
proxies behind it.

On the public interface, the load-balancer listens on port 5060 for UDP and TCP, as well as on 5061 for
TLS connections. On the internal interface, it speaks SIP via UDP on port 5060 to the other system
components, and listens for XMLRPC connections on TCP port 5060, which can be used to control the
daemon.

6 Copyright © Sipwise GmbH - All rights reserved
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Figure 5. CARRIER Load Balancer Overview

A node in a load balancer pair runs two services besides the usual HA service.

One is a state-less instance of kamailio, providing an extremely fast relay of SIP messages. Kamailio
takes care of converting TCP and TLS connections from the customer devices to UDP for internal
communication towards proxies, and it performs far-end NAT traversal by inspecting the SIP messages
and comparing it to the actual source address where packets have been received from, then modifying
the SIP messages accordingly. If a SIP message is received by the load balancer, it distinguishes
between new and ongoing SIP transactions by inspecting the To-Tags of a message, and it determines
whether the message is part of an established dialog by inspecting the Route header. Sanity checks are
performed on the headers to make sure the call flows adhere to certain rules for not being able to
bypass any required element in the routing path. In-dialog messages are routed to the corresponding
proxy servers according to the Route defined in the message. Messages initiating a new transaction
and/or dialog (registrations, calls etc) are routed to a randomly selected proxy. The selection algorithm

is based on a hash over the Call-ID of the message, so the same proxy sending a authentication
challenge to an endpoint will receive the authenticated message again.

The second service running on a load balancer is haproxy, which is acting as load balancing instance for
XMPP messages. The same way the SIP load balancer routes SIP messages to the corresponding
proxy, the haproxy passes XMPP traffic on to the proxy maintaining a session with a subscriber, or

randomly selects a proxy in case of a new connection while automatically failing over on timeouts.

Its config files reside in /etc/ngcp-config/templates/etc/kamailio/lb/ , and changes to these
files are applied by executing ngcpcfg apply "my commit message"

Copyright © Sipwise GmbH - All rights reserved 7
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The SIP load-balancer can be managed via the commands  ngcp-service start

kamailio-Ib , hgcp-service stop kamailio-Ib and ngcp-service restart
kamailio-lb . Its status can be queried by executing ngcp-service status
TIP kamailio-lb or ngcp-service summary | grep “"kamailio-lb" . Also ngcp-
kamctl Ib and ngcp-kamcmd Ib  are provided for querying kamailio functions, for
example: ngcp-kamcmd Ib htable.dump ipban . Execute the command: ngcp-kamctl
Ib fifo system.listMethods or ngcp-kamcmd Ib system.listMethods to get the

list of all available queries.

2.4.2. SIP Proxy/Registrar

The SIP proxy/registrar (or short proxy) is the work-horse of Sipwise C5. 1tOs also a separate Kamailio
instance running in the switch-internal network and is connected to the provisioning database via
MySQL, authenticates the endpoints, handles their registrations on the system and does the call routing
based on the provisioning data. It is also connected to no-sgl backend (Redis) for processing speed
purposes and for e.g. in this way manages ACC data, location records etc. For each call, the proxy looks

up the provisioned features of both the calling and the called party (either subscriber or domain
features if itOs a local caller and/or callee, or peering features if itOs from/to an external endpoint) and
acts accordingly, e.g. by checking if the call is blocked, by placing call-forwards if applicable and by
normalizing numbers into the appropriate format, depending on the source and destination of a call.

It also writes start- and stop-records for each call, which are then transformed into call detail records
(CDR) by the mediation system.

If the endpoints indicate negotiation of one or more media streams, the proxy also interacts with the
Media Relay to open, change and close port pairs for relaying media streams over Sipwise C5, which is
especially important to traverse NAT.

The proxy listens on UDP port 5062 in the system-internal network. It cannot be reached directly from
the outside, but only via the SIP load-balancer.

Its config files reside in /etc/ngcp-config/templates/etc/kamailio/proxy/ , and changes to
these files are applied by executing ngcpcfg apply "my commit message"

The SIP proxy can be controlled via the commands ngcp-service start kamailio-

proxy , ngcp-service stop kamailio-proxy and ngcp-service restart
kamailio-proxy . Its status can be queried by executing ngcp-service status

TIP kamailio-proxy or ngcp-service summary | grep "kamailio-proxy" . Also
ngcp-kamctl proxy and ngcp-kamcmd proxy — are provided for querying kamailio
functions, for example: ngcp-kamctl proxy ul show . Execute the command: ngcp-
kamctl  proxy fifo  system.listMethods or ngcp-kamcmd  proxy
system.listMethods to get the list of all available queries.

2.4.3. SIP Back-to-Back User-Agent (B2BUA)

The SIP B2BUA (also called SBC within the system) decouples the first call-leg (calling party to Sipwise
C5) from the second call-leg (Sipwise C5 to the called party).

The software part used for this element is a commercial version of SEMS, with the main difference to

the open-source version that it includes a replication module to share its call states with the stand-by
node.

8 Copyright © Sipwise GmbH - All rights reserved
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This element is typically optional in SIP systems, but it is always used for SIP calls (INVITE) that donOt
have Sipwise C5 as endpoint. It acts as application server for various scenarios (e.g. for feature
provisioning via Vertical Service Codes and as Conferencing Server) and performs the B2BUA
decoupling, topology hiding, caller information hiding, SIP header and Media feature filtering, outbound
registration, outbound authentication, Prepaid accounting and call length limitation as well as Session
Keep-Alive handler.

Due to the fact that typical SIP proxies (like the load-balancer and proxy in Sipwise C5) do only interfere
with the content of SIP messages where itOs necessary for the SIP routing, but otherwise leave the
message intact as received from the endpoints, whereas the B2BUA creates a new call leg with a new
SIP message from scratch towards the called party, SIP message sizes are reduced significantly by the
B2BUA. This helps to bring the message size under 1500 bytes (which is a typical default value for the
MTU size) when it leaves Sipwise C5. That way, chances of packet fragmentation are quite low, which
reduces the risk of running into issues with low-cost SOHO routers at customer sides, which typically
have problems with UDP packet fragmentation.

The SIP B2BUA only binds to the system-internal network and listens on UDP port 5080 for SIP
messages from the load-balancer or the proxy, on UDP port 5048 for control messages from the cli tool
and on TCP port 8090 for XMLRPC connections to control the daemon.

In cases when B2B is engaged into processing the media (RTP/RTCP data), it uses this UDP ports range
by default: 15000 - 19999.

Its configuration files reside in /etc/ngcp-config/templates/etc/sems-b2b , and changes to these
files are applied by executing ngcpcfg apply "my commit message"

The SIP B2BUA can be controlled via the commands ngcp-service start b2b , Ngcp-
TIP service stop b2b and ngcp-service restart b2b . Its status can be queried by
executing ngcp-service status b2b or ngcp-service summary | grep "b2b"

2.4.4. SIP App-Server

The SIP App-Server is an Asterisk instance used for voice applications like Voicemail and Reminder
Calls. It is also used in the software-based Faxserver solution to transcode SIP and RTP into the IAX
protocol and vice versa, in order to talk to the Software Fax Modems. Asterisk uses the MySQL
database as a message spool for voicemail, so it doesnOt directly access the file system for user data.
The voicemail plugin is a slightly patched version based on Asterisk 16.2.1 to make Asterisk aware of
Sipwise C5 internal UUIDs for each subscriber. That way a SIP subscriber can have multiple E164 phone
numbers, but all of them terminate in the same voicebox.

The App-Server listens on the internal interface on UDP port 5070 for SIP messages and by default
uses media ports in the range from UDP port 10000 to 14999.

The configuration files reside in /etc/ngcp-config/templates/etc/asterisk , and changes to
these files are applied by executing ngcpcfg apply "my commit message”

The SIP App-Server can be controlled via the commands  ngcp-service start
asterisk , ngcp-service stop asterisk and ngcp-service restart asterisk

Its status can be queried by executing ngcp-service status asterisk or ngcp-
service summary | grep "asterisk"

TIP

Copyright © Sipwise GmbH - All rights reserved 9
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2.4.5. Message Routing and Media Relay

The Media Relay (also called rtpengine) is a Kernel-based packet relay, which is controlled by the SIP
proxy. For each media stream (e.g. a voice and/or video stream), it maintains a pair of ports in the range
of port number 30000 to 44999. When the media streams are negotiated, rtpengine opens the ports in
user-space and starts relaying the packets to the addresses announced by the endpoints. If packets
arrive from different source addresses than announced in the SDP body of the SIP message (e.g. in case
of NAT), the source address is implicitly changed to the address the packets are received from. Once
the call is established and the rtpengine has received media packets from both endpoints for this call,

the media stream is pushed into the kernel and is then handled by a custom Sipwise iptables module to
increase the throughput of the system and to reduce the latency of media packets.

The rtpengine internally listens on UDP port 12222 for control messages from the SIP proxy. For each
media stream, it opens two pairs of UDP ports on the public interface in the range of 30000 and 40000

per default, one pair on even port humbers for the media data, and one pair on the next odd port
numbers for metadata, e.g. RTCP in case of RTP streams. Each endpoint communicates with one
dedicated port per media stream (opposed to some implementations which use one pair for both
endpoints) to avoid issues in determining where to send a packet to. The rtpengine also sets the
QoS/ToS/DSCP field of each IP packet it sends to a configured value, 184 (0xB8, expedited forwarding )
by default.

The kernel-internal part of the rtpengine is facilitated through an iptables module having the target
name RTPENGINE If any additional firewall or packet filtering rules are installed, it is imperative that this
rule remains untouched and stays in place. Otherwise, if the rule is removed from iptables, the kernel
will not be able to forward the media packets and forwarding will fall back to the user-space daemon.
The packets will still be forwarded normally, but performance will be much worse under those
circumstances, which will be especially noticeable when a lot of media streams are active concurrently.
See the section on Firewalling for more information.

load balancer
cluster

shared ip

proxyla

7+[ rtpengine J [ kamailio J [ prosody | prosody | | kamaiio i | ripengine |

redis redis
state
ﬁ replications
mysql J L mysql

master-slave master-slave
replication replication replication replication

proxylb

v
@
)
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Figure 6. CARRIER Proxy Server Overview

Proxy servers also come in pairs, and by default there are four pairs of proxies in a standard Sipwise C5
CARRIER setup.

The proxies are responsible for doing the actual SIP routing and media handling and the XMPP
presence and chat message deliveries. Each proxy pair can handle any subscriber on the overall
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system, compared to the concept of "home proxies" in other architectures. The advantage of this
approach is that the overall system can be scaled extremely easily by adding more proxy pairs without
having to redistribute subscribers.

Once a load balancer sends a new message to a proxy, the SIP transaction and/or dialog gets
anchored to this proxy. That way it is ensured that a call starting on a proxy is also ended on the same
proxy. Hence, the full range of feature handling like media relay, voicemail, fax, billing and rating is
performed on this proxy. So, there is no a central point for various tasks, potentially leading to a non-
scalable bottleneck. Due to the anchoring, proxies come in pairs and replicate all internal state
information to the standby node via Redis. In case of fail-over, the full signalling and media are moved
to the standby node without interruption.

The complete static subscriber information like authentication credentials, number mappings, feature
settings etc. are replicated from the db cluster down to the local MySQL instance of the proxies. The
ratio of db read requests of static subscriber data versus reading and writing volatile and shared data is
around 15:1, and this approach moves the majority of the static read operations from the central db
cluster to the local proxy db.

Volatile and shared information needed by all proxies in the cluster is read from and written to the db
cluster. This mainly includes SIP registration information and XMPP connection information.

Billing and rating is also performed locally on the proxies, and only completed CDRs (rated or unrated
depending on whether rating is enabled) are transferred to the central db cluster for consumption via
the northbound interfaces.

For SIP, the relevant instances on a proxy are kamailio acting as a stateful proxy for SIP registration and
call routing, sems acting as a back-to-back user-agent for prepaid billing and application server,
rtpengine as media relay and RTP/SRTP transcoder, and asterisk as voicemail server. XMPP is handled
by an instance of prosody, and several billing processes mediate start and stop records into CDRs and
rate them according to the relevant billing profiles.

The rtpengine configuration file s letc/ngep-config/templates/etc/default/ngcp-
rtpengine-daemon  , and changes to this file are applied by executing ngcpcfg apply "my commit
message" . The UDP port range can be configured via the config.yml file under the section
rtpengine . The QoS/ToS value can be changed via the key qos.tos_rtp

The Media Relay can be controlled via the commands ngcp-service start
rtpengine , ngcp-service stop rtpengine and ngcp-serivce restart
rtpengine . Its status can be queried by executing ngcp-service status rtpengine"

or ngcp-service summary | grep "rtpengine”

TIP

2.5. MySQL Database

The MySQL database consists of a pair of active/standby MySQL servers. They run a MySQL
master/master replication with replication integrity checks to ensure data consistency and redundancy.

The MySQL servers on both physical nodes synchronize via the row-based master/master replication.
In theory, any of the two servers in the pair can be used to write data to the database, however, in
practice the shared IP address is used towards clients accessing the service, hence only the active
MySQL server will receive the write requests and replicate them to the standby one.
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2.5.1. Provisioning Database (CARRIER-only)
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Figure 7. CARRIER DB Server Overview

The db server pair is another active/standby pair with automatic fail-over. Nodes in the pair are running
a MySQL master/master replication with replication integrity checks to ensure data redundancy and
safety. Any changes via provisioning interfaces are stored in the MySQL cluster. The second service is a
Redis master/slave replication with automatic master propagation on fail-over. This Redis cluster is
used as a high-performance volatile system cache for various components which need to share state
information across nodes.

2.5.2. Persistent MySQL Database (CARRIER-only)

The MySQL instances on the db nodes synchronize via row-based master/master replication. In theory,
any of the two servers in the pair can be used to write data to the database, however in practice a
shared IP is used towards clients accessing the service, so only one node will receive the write
requests. This is done to ensure transparent and instant convergence of the db cluster on fail-over for
the clients.

On top of that, the first node of the db pair also acts as a master in a master/slave replication towards

all proxy nodes in the system. That way, proxies can access read-only provisioning data directly from
their local databases, resulting in reduced latency and significant off-loading of read queries on the

central db cluster.

2.6. Redis Database

The Redis database is used as a high-performance key/value storage for global system datashared
across proxies. This includes calls information and concurrent calls counters for customers and
subscribers, etc..

The active-standby replication ensures that the data is immediately copied from the active node to the
standby one. As all sensitive call information is held in the shared storage, Sipwise C5 makes it possible
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to switch the operational state from active to standby on one physical node and from standby to active
on the other node without any call interruptions. Your subscribers will never notice that their calls being
established on one physical server, were successfully moved to another one and successfully
completed there.

On a CARRIER a Redis master/slave setup is used to provide a high-performance key/value storage for
global system data shared across proxies. This includes concurrent call counters for customers and
subscribers, as a subscriber could place two simultaneous calls via two different proxy pairs.

2.7. High Availability and Fail-Over

2.7.1. Overview

The two servers of a complete Sipwise C5 system form a pair, a simple cluster with two nodes. Their
names are fixed as spl and sp2, however neither of them is inherently a first or a second. TheyOre both
equal and identical and either can be the active node of the cluster at any time. Only one node is
always ever active, the other one is in standby mode and does not perform any active functions.

High availability is achieved through constant communication between the two nodes and constant
state replication from the active node to the standby one. Whenever the standby node detects that the

other node has become unresponsive, has gone offline and has failed in any other way, it will proceed
with taking over all resources and becoming the active node, with all operations resuming where the
failed node has left off. Through that, the system will remain fully operational and service disruption will

be minimal.

When the failed node comes back to life, it will become the new standby node, replicate everything
that has changed in the meantime from the new active node, and then the cluster will be back in fully
highly available state.

The login banner at the SSH shell provides information about whether the local system is
TIP currently the active one or the standby one. See Administration for other ways to
differentiate between the active and the standby node.

2.7.2. Nomenclature and Alternatives

The HA architecture consists of two components: the Group Communication System, also known as
GCS and the Cluster Resource Manager, also known as CRM. Sipwise C5 supports two alternatives for
these components:

1. Corosync/Pacemaker: This is the newer and more modern software and the successor of Heartbeat
version 2. It splits the HA framework into its two components, with Corosync providing the GCS
service and Pacemaker providing the CRM service. It provides several additional features over
Heartbeat version 2, and is the default for new Sipwise C5 installations. See the
Corosync/Pacemaker chapter for detailed information.

2. Heartbeat version 2: This is the older and more basic software which provided both GCS and CRM
services. It is now obsolete and not available anymore, and systems that use it should have been
migrated away before upgrading to this release.
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2.7.3. Core Concepts and Configuration

The direct Ethernet crosslink between the two nodes provides the main mechanism of HA
communication between them. All state replication happens over this link. Additionally, the GCS service
uses this link to communicate with the other node to see if itOs still alive and active. A break in this link
will therefore result in a split brain scenario, with either node trying to become the active one. This is to
be avoided at all costs.

The config.yml file allows specification of a list of ping nodes under the key ha.pingnodes , which
are used by the CRM service to determine if local network communications are healthy. Both servers
will then constantly compare the number of locally reachable ping nodes with each other, and if the
standby server is able to reach more of them, then it will become the active one.

The main resource that the CRM service manages is the shared service IP address. Each node has its
own static IP address configured on its first Ethernet interface ( nethO ), which is done outside of the

Sipwise C5 configuration framework (i.e. in the Debian-specific config file
/etc/network/interfaces ). The shared service IP is specified in network.yml at the key
hosts.spl|sp2.nethO.shared_ip . The CRM service will configure it as a secondary IP address on

the first Ethernet interface ( neth0:0 ) on the active node and will deconfigure it on the standby node.
Thus, all network communications with this IP address will always go only to the currently active node.

2.7.4. Administration

The current status of the local Sipwise C5 node can be determined using the ngcp-check-active
shell command. This command produces no output, but returns an exit status of 0 for the active node
and 1 for the standby node. A more complete shell command to produce visible output could be:
ngcp-check-active -v

To force a currently active node into standby mode, use the command ngcp-make-standby . For the
opposite effect, use the command ngcp-make-active . This will also always affect the state of the
other node, as the system automatically makes sure that always only one node is active at a time.

2.8. Scaling CARRIER beyond one Hardware Chassis

If Sipwise C5 CARRIER is scaled beyond 250,000 subscribers and therefore exceeds one chassis, a
second chassis is put into place. This chassis provides another two web servers, two db servers, two
load balancers and 8 proxies, doubling the capacity of the system.

2.8.1. Scaling the DB cluster
The DB cluster is the only node type which requires a notable change on the architecture.
DBO0la/b nodes have master<->master replication for High-Availability

DBO1!prxOla + DBO1!prxOlb are master!slave replication for read/write scale (write to remote/shared
db01, read from local prx DB).

Separate hot and cold data. Hot in Redis for low |O. Cold in MariaDB.
Separate huge data (e.g. voicemalil, voisniff data) to separate 'storage' DB node.

With such setup the central db01 pair can handle all the planned and unexpected DB load without the
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significant hardware resource usage. DBOla and DBO1b can be located in different Geo-locations for
High-Availability (low latency link is required for replications).

Further DB nodes scalability can be achieved using Geo-redundant setup. Please contact Sipwise sales
team for more details here.

2.8.2. Scaling the proxy cluster

New proxy nodes replicate via master/slave from the db nodes in the chassis as usual. Since the db
cluster holds all provisioning information of all subscribers, the proxy nodes join the cluster
transparently and will start serving subscribers as soon as all services on a new proxy are reachable
from the load balancers.

2.8.3. Scaling the load balancers

Load balancers start serving subscribers as soon as they are made visible to the subscribers. This could
either be done via DNS round-robin, but the better approach is to configure a DNS SRV record, which
allows for more fine-grained control like weighting load-balancer pairs and allowing fail-over from one
pair to another on the client side.

The load balancers use the Path extension of SIP to make sure during SIP registration that calls
targeted to a subscriber are routed via the same load balancer pair which the subscriber used during
registration for proper traversal of symmetric NAT at the customer premise.

A SIP or XMPP request reaching a load balancer can be routed to any available proxy in the whole
system, or only to proxies belonging to the same chassis as the load balancer, depending on the
system configuration.

2.8.4. Scaling the web servers

New web server pairs are made available to web clients via DNS round-robin. Any pair of web servers
can be used to read or write provisioning information via the web interfaces or the API.

2.9. Scaling to a Geo-Redundant setup

A basic Geo-Redundant configuration can be achieved by simply deploying all the spl nodes (A nodes
in case of CARRIER) into a location and the sp2 nodes (B nodes in case of CARRIER) into another one.
The locations have to be connected by a reliable and low latency layer 2 link.

This setup has many advantages and gives the possibility to have full business continuity in case one of
the locations goes completely down but it has also some drawbacks:
¥ in case one site goes down, the remaining site is in an 'unstable’ state due to missing HA nodes.

¥ only one location is active at a time. Therefore it is not possible to take advantage of all the benefits
of a geo-located system. This can be improved by activating services as 'instances' as described
here.

¥in case the connection between the two systems goes down, a split brain scenario will happen
causing an instability of the whole system.

A new alternative approach consists of the deployment of two fully operational PRO or Carrier systems,
from now on referred to as 'cluster', connected by the aforementioned reliable and low latency layer 2
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link.
Compared to the previous setup, this configuration has the following advantages:

¥ single management interface access (APl and Web interface) for both systems

¥ geo-locate the SIP/RTP connections and traffic in order to always connect endpoints to the nearest
cluster (it requires dedicated network configurations)

¥ fallback of the endpoint connections to the other cluster node
¥ communications between subscribers registered on different clusters remains internal
¥ in case one cluster goes down, the other continues to work in standard mode with a local HA

¥in case the interconnection between clusters down, the two systems continue to work
independently. After the connection is re-established, a dedicated DB resynchronization will
happen.

In this architecture the interconnection link between the two clusters will be

used not only for database replica and internal synchronization but also for
internal SIP/RTP traffic. Due to that, it is important that the link has very low
latency and high throughput.

IMPORTANT

The final setup looks like:
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Figure 8. Geo-Redundant Carrier Overview
In particular:

¥ each 'web' node has a built-in mechanism based on ha-proxy to select which 'db' node to use as
backend. By default they always try to use the local node as primary connection and switch to the
remote node in case of missing local connection or faulty local replica status.

¥ mysqgl and keydb databases running on 'db’ nodes are in a full master-master replica setup. This is
to ensure the presence of same data (provisioning, locations, CDRs, etc.) on both clusters.

¥ each cluster uses local 'Ib' and 'prx' nodes as in standard carrier architecture, except when the
called subscriber is registered on the other cluster. In these cases local 'prx' node can directly
contact the remote 'Ib' to route the calls to the final destination.

¥ using DNS-SRYV records, endpoints are usually registered on the nearest cluster. In case of failure of
the local connection, then DNS-SRV is responsible to route new registrations to remote cluster.

¥ ngcpcfg framework enables the operator to manage the whole system from one cluster node.

For any additional details on the Geo-Redundant setup and how to configure it, please contact Sipwise

sales.
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2.10. Instances

The Sipwise C5 instance is the basic building block to operate Sipwise C5 in a new way (using active-
active concepts).

In summary, it is kind of the micro-services architecture for Sipwise C5. The main idea is to isolate each
Sipwise C5 service, assign a dedicated floating IP address to it and allow it to work on a specific
node/location.

An instance is defined as <service>:<label>@<location>.

Table 1. Instances Terms

Term Scope Description
<service> Mandatory NGCP/systemd service from
letc/ngcp-

service/nsservices.yml.

<label> Mandatory defines an instance, hardcoded
at the moment

<location> Mandatory Target node/type/cluster_set to
start a service.

The migration to the instances concept is in a stage of active improvement, however starting with
mr10.5.1, it is already possible to active it and get its benefits. At the moment only the following services
support creation of instances:

Table 2. Instances Supported

Service name Label name Status

kamailio-Ib Ib full support

kamailio-proxy proxy full support

sems-b2b b2b full support

asterisk voicemail with small limitations: reminder

service is not working
ngcp-faxserver faxserver full support

ngcp-rtpengine-daemon rtp full support

There is no real limit to the number of instances which can be created for each service type (Ib, proxy,
sems-b2b etc.). Generally, a limitation is an amount of resources on the OS used for deployment.

In order to configure and enable instances on the Sipwise C5, please read this chapter: Instances
configuration .

2.10.1. Active/Active and Active/Stand-by

18 Copyright © Sipwise GmbH - All rights reserved



Chapter 2. Architecture Sipwise NGCP Operations Manual: PRO/CARRIER

Main difference between approaches

The main difference lays in the scope of the high-availability and the redundancy level, which can be
provided by both of the clustering approaches.

ItOs important to mention that Sipwise C5 by default (and in most cases) uses two sided clustering,
which means: there are two locations where services can be deployed. ThatOs why the Active/Stand-by
and Active/Active clustering approaches perfectly fit onto that.

Of course, it is still possible to set up a cluster with instances on the Carrier grade system as well and
this assumes that there can be more than two locations for each type of the service (LBs, PRXs, DBs
etc.).

Active/Stand-by

The Active/Stand-by clustering approach has been settled in the VolP/SIP area for quite a long time,
as well as in other telephony related areas not particularly related to the SIP and H.323 protocols. This
approach used to be a good fit for that period of time, when technologies, protocols and libraries
involved in the implementation of different cluster methods werenOt that much developed, extended
and well tested in production. And it still can be a good fit for certain setups of customers/companies.

The main idea of the Active/Stand-by approach is to provide to a telephony setup a sort of
redundancy, when one active side goes down for any reason (IP network issues, hardware issues in a
datacenter, processes go down on the active side for any reason etc.), and bring up all the same
services, as well as a shared IP address on the Stand-by side, in order to provide telephony based
services back as soon as possible after the failure on the previously active side (master).

Such an approach of course has a list of negative aspects, which make it less efficient in comparison to
the Active/Active setups:

¥ Resources consumption - stand-by side does consume resources, even though does not process
any SIP calls
¥ Split-brain - under certain circumstances there is the possibility to fall into the split-brain scenario

¥ Failover detection time - the clustering tools/logic must be smart enough to detect as fast as
possible the failure on any of the cluster layers (IP connectivity, services failure etc.)

¥ Failover migration time - the failover process still takes certain time to bring all services up on the
stand-by side, from hundreds of milliseconds up to 5-10 seconds (and sometimes even more)

¥ Services flapping - such setup can in certain cases create a 'flapping' case, when the Active side
migrates back and forth, because the usual Master for any reason appears/disappears frequently
However, it has of course a list of advantages:
¥ No load-balancing superstructure - there is no need to solve an obstacle with the load-balancing
as a superstructure, because there is only one point obtaining IP traffic
¥ Simpler debugging - this solution is much simpler to debug

¥ Less complicated database clustering - no need to solve SQL/No-SQL replication obstacles, such
as one when two sides perform write operations simultaneously (Master/Master replication)
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Active/Active

The Active/Active clustering approach is already something not really new, and has been present for a
while on the IP telephony market.

There are a number of important advantages given by the Active/Active approach:

¥ Processing efficiency - doubled processing capabilities, when both sides of the cluster are
engaged into calls processing

¥ Better failover - in case of the failover, only half of subscribers/calls currently being processed
need to be migrated.

¥ Advanced maintenance - there is the possibility to switch the load-balancing to one side of the
Active/Active cluster and to do a maintenance on the other, without an interruption of services

A list of disadvantages:

¥ Load-balancing - there is a need to decide how the IP traffic (SIP calls) will be balanced between
two Active sides, which can be based on different approaches (DNS SRV/NAPTR, transport based
balancing, a separate load-balancing component)

¥ Debug - the debugging of this setup is a bit more complicated. The Active/Active approach with
instances has more things to configure, control and to maintain.

¥ Database clustering - the Active/Active approach has a Master/Master database replication for
both SQL and NoSQL, which makes the support of the database backend a bit more complicated as
well.

However, even though the Active/Active approach looks much better in comparison to the
Active/Stand-by one, it still shares a list of inherent difficulties with it:

¥ Split-brain - in case both of the sites decide that the remote site is down, they both will undertake
failover on themselves and hence there will be Active/Active x 2 setup, which will heavily affect
systems in production.

¥ Failover detection time - in the same way as with Active/Stand-by, clustering tools must be very
accurate and quick to migrate services quickly in case of failure on one of the sites

¥ Failover migration time - in the same way as with Active/Stand-by, failover takes time to migrate
that half of subscribers/calls being affected at the moment

itOs important to understand that in the scope of Sipwise C5 the LB component is an
inseparable internal component facing IP traffic, and as such Sipwise C5 cannot

NOTE function without it, because it is not a general load-balancing solution which works
separately in front of the Active/Active service to balance traffic between two active
sites.

Active/Active approach implementation in Sipwise C5

There is a list of requirements which are to be fulfilled to deploy the Active/Active approach:

¥ there must be a stable IP interconnection between sites
¥ there must be a sufficient number of public/private IP addresses reserved, see information below

¥ additionally, it is recommended to have a load-balancing solution present in front of two active
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sites, which will dispatch IP traffic
A list of the IP addresses needed in order to deploy Active/Active based on a PRO system:

¥ x2 public IP addresses for cluster management purposes (optional)

¥ x2 public IP addresses for LB floating IPs, external traffic

¥ x2 private IP addresses for LB floating IPs, internal system traffic

¥ x2 private IP addresses for Proxy floating IPs, internal system traffic

¥ x2 private IP addresses for Sems-b2b floating IPs, internal system traffic
¥ x2 private IP addresses for Asterisk floating IPs, internal system traffic

¥ x2 private IP addresses for FaxServer floating IPs, internal system traffic
¥ x2 private IP addresses for RtpEngine floating IPs, external traffic

¥ x2 private IP addresses for RtpEngine floating IPs, internal system traffic

¥ x2 private IP addresses to bind non-instantiated default services, such as database, ngcp-panel and
other (optional)

NOTE 127.0.0.0/8 cannot be used to bind instances on.

The IP configuration will differ on Carrier grade setups, for details please get in contact

NOTE with the Sipwise Operations team.

As already mentioned, each of the services will have to take a default location it prefers. Under normal
network conditions, when there are no issues, services will be settled on their locations and interact
with each other in the manner defined by the instances connections.

It is however recommended that services which must constantly work with each other are colocated.
For example in the PRO setup: instances LB-1, Proxy-1 and SEMS-1 should be configured to run on
location 1 by default, and instances LB-2, Proxy-2 and SEMS-2 to run on location 2.

Each type of service requires a specific kind of connection to the SQL/NoSQL
IMPORTANT .
backend: Instances Connections to Databases

The main clustering tools used in Sipwise C5 are:

¥ Corosync - a transport mechanism for the cluster, which builds up an interconnection between all
the cluster nodes, and ensures to carry the cluster data securely (encrypted)

¥ Pacemaker - the brain, logic of the cluster. It provides all the algorithms and controls the instances
via the systemd supervisor.

¥ Custom developed part - there is a list of things which were internally developed, to improve the
clustering capabilities and implement the instances concept

There is no need to debug/configure Pacemaker/Corosync separately, because it is maintained by the
network.yml ‘'instances’ section. So everything what is to be implemented in the Active/Active cluster
must be configured in the network.yml ‘instances' section, and any direct interaction with pacemaker,
for example via crms or its configurations, can damage or negatively affect the cluster.
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If there are doubts about how to properly deploy the Active/Active approach
over the currently existing setup, in other words to upgrade the system from
Active/Stand-by to Active/Active approach, please contact the Sipwise
Operations team to get assistance.

IMPORTANT

Switch off normal services

By default instances are running concurrently with the standard services/daemons.

Such an approach has an advantage, it makes it possible for a system administrator to perform a
smooth migration to the instances architecture. Also itOs worth mentioning that a migration to instances
for all default services is not mandatory. It is possible, for example, to migrate only the kamailio-Ib

service, while all the rest of services can be kept running in a standard manner.

When the most important/required steps of the configuration are done and all those migrated standard
services are not doing any significant work, they can be safely disabled, for that see Disable default
services.

2.10.2. Limitations
The instances concept is still partially experimental and it will be improved version by version.

As mentioned before, some features might not be supported 100% for services migrated to instances
(i.e. 'reminder’ or ‘faxserver' for asterisk).

An additional upgrade might be required in the future for those systems that have been migrated to the
instances architecture, since it is still under a stage of improvement.

2.10.3. Example

Please check Instance Appendix for a full example of the 'network.yml' file of a PRO system with
instances defined.
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Chapter 3. Deployment

This chapter provides a step by step instruction on how to set up a Sipwise C5 CARRIER/Pro nodes
from scratch.

3.1. Installation Prerequisites

3.1.1. KVM

Use an USB Keyboard and any Monitor with VGA connector (male three-row 15-pin DE-15). A Mouse is
not required.

3.1.2. Install Medium

The install CD provides the ability to easily install Sipwise C5 CE/PRO/Carrier, including automatic
partitioning and installation of the underlying Debian system.

Burn the ISO to a CD with an application of your choice, or preferably put the ISO on a USB stick (all
data will be wiped from there):

% dd if=sip_provider_mr11.3.1.iso of=/dev/sdX

Do not specify a partition (like /dev/sdbl), but only the disk itself (like /dev/sdb)

IMPORTANT since the ISO already provides a partition table.

When dd-ing the ISO to a device the system is NOT (U)EFI capable. To be able to boot
NOTE the device using (U)EFI you need to set it up using grml2usb, see the following section
for further details.

Instructions for setting up (U)EFI capable USB device using grml2usb

Install grml2usb (see grml.org/grml2usb ) or boot a Grml/Grml-Sipwise ISO to be able to use its
grml2usb.

Create a FAT16 partition on the USB pen and enable the boot flag for the partition. The GParted tool is
known to work fine:
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=] fdev/sdb - GParted - O x
GParted Edit VWiew Device Partition Help

[QW[E;

Mew Delete | Resize/Move Copy Paste [ Undo  Apply

E Jdev/sdbl E
; 3.73 GiB
Partition File System |Mount Point Label Size Used Unused
Jjdev/sdbl fatle /mnt/externall, /media/grmisip grmisip 3.73 GIB 384 .00 KIB 3.73 GIB
=] Manage flags on jdevisdbl - x
Manage flags on /dev/sdbl
O diag
O hidden
O Iba
O wm
O palo
O prep
O raid
J€ Close |
. 5]
IO operations pending L

Then invoke as root or through sudo (adjust /dev/sdX accordingly for your USB device):

# grml2usb sip_provider_mr11.3.1.iso /dev/sdX1

ThatOs it.

This is how (U)EFI boot looks like:
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i boot (2013.01-rcl)
- DHCF
static MW config

EMTER to boot or E to edit menu entry
C to enter the Grub commandline

whereas thatOs how BIOS boot looks like:

Grml-Sipwize — The UolIP experts

Rescue system boot (2013.01-rcil) s I p [ ] m l S E
L

Install sip:providerCE - DHCP

Inztall sip:providerCE - =static NW config
Inzstall sip:providerPRO - =pl

Install sip:providerPRO - =p2

Install Debianssqueeze 64bit — DHCP
Install Debianssqueeze 64bit - static NW
Install Debianssqueeze 64bit — Puppet

Install specific verzions of CE/PRO
Specific sip:providerCE releases ...
Specific sip:providerPRO releases ... >

e

Press ENTER to boot or TAE to edit a menu entry
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Instructions for setting up (U)EFI capable USB device on Mac OS

Invoke the Disk Utility (in german locales: "Festplatten-Dienstprogramm?”), select the USB stick. Choose
the partitioning tab, choose "1 Partition" in Volume Schema, name it "SIPWISE" and choose MS-DOS
(FAT) as file system. Then "Apply" the settings.

Double-click on the Grml-Sipwise ISO and switch to a terminal, invoke "diskutil" to identify the device
name of the ISO (being /dev/disk2s1 in the command line below).

Finally mount the first partition of the ISO and copy the files to the USB device, like:
% mkdir /Volumes/GRML
% sudo mount_cd9660 /dev/disk2s1 /Volumes/GRML
% cp -a /Volumes/GRML/* /Volumes/SIPWISE/
% diskutil unmount /Volumes/SIPWISE/

% sudo umount /Volumes/GRML
% sudo umount /Volumes/GRML

The resulting USB Stick should be bootable in (U)EFI mode now, meaning it should also boot on recent
Mac OS systems (press the Option/Alt key there during boot and choose "EFI Boot" then).

3.1.3. Network

The setup routine needs both access to Sipwise mirror of public Debian repositories
(https://debian.sipwise.com ), to the Sipwise repositories ( https://deb.sipwise.com ) and Sipwise license
server (https://license.sipwise.com ).

3.2. Installation CARRIER

This section describes how to install vanilla carrier installation.

3.2.1. CARRIER Hardware

Sipwise C5 CARRIER starts with a minimum deployment of 50.000 subscribers, requiring one chassis
with two web servers, two db servers, two load balancers and two proxies. A fully deployed Sipwise C5
CARRIER for 200.000 subscribers fills the chassis up with 14 servers, containing two web servers, two
db servers, two load balancers and 8 proxies.

3.2.2. Power supply

Connect at least 2 power cords to chassis power supplies.

3.2.3. Initial chassis configuration

Connect Patch cords to Active CMM node on the backside of each chassis and connect them to the
switch.

3.2.4. Chassis IP-management setup

By default chassis will try to obtain address using DHCP protocol, if not:
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¥ connect using laptop to CMM try to use IP from label on CMM

¥ setup IP address
Change CMM password to at least 12-chars string generated using Linux  pwgen as an example.

Change Password for switch modules (10).

Remember to download for CRM FRU numbers: Status ! Table View ! Export to CSV Also it

e will be useful to copy SN numbers to that CSV file.

Login to CMM and Copy Mac Address of first adapter of Each node through:
¥ Chassis Management ! Reports ! Mac Address and copy Macl Column
On each compute node check and configure:
¥ Raid setup: for deployments we are using RAID1

¥ Select Legacy boot mode (Boot ! Legacy mode)

3.2.5. Bootstrapping first node

First node you have to install is: webOla All another nodes are using web0Ola as PXE boot server and
source of Debian-packages.

Insert the Install Medium (when using USB or CD), reboot the server, and when prompted in the top
right corner, press F11to access the Boot menu. Choose SATA Optical Drive when using a CD, or Hard
drive CRemovable XXXwhen using a USB stick.

You will be presented with the Sipwise installer bootsplash:
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Grml-Sipwize - The WolIP experts

Rescue system boot (trunk) s 'p [ ] w l s E
L

mr9.0.1 C5 CE

mr9.0.1 C5 PRO (=pl)
mr9.0.1 C5 PRO (=pZ)
mr9.0.1 C5 CARRIER (web®lal

Press ENTER to boot or TAB to edit a menu entry

Navigate down to mrl1.3.1 CARRIER (web0Ola) and press <enter> to start the automatic installation
process. This will take quite some time (depending on the network connection speed and the
installation medium).

Once the Debian base system is installed and the ngcp-installer is being executed, you can login via
ssh to root@<ip> (password is sipwise as specified by the ssh boot option) and watch Sipwise C5
installation process by executing tail -f /mnt/var/log/ngcp-installer.log -f /tmp/deployment-installer-
debug.log). After the installation has been finished and when prompted on the terminal to do so, press r
to reboot. Make sure the Install Medium is ejected in order to boot into the newly installed system.
Once up, you can login with user root and password sipwise.

Then you need to run the initial configuration for the first node:

It is strongly recommended to run ngcp-initial-configuration within terminal

WARNING . .
multiplexer like screen.

screen -S ngcp
ngcp-initial-configuration

3.2.6. Network Configuration

For successful bootstrapping all other nodes you have to correctly fill in the network.yml. You can edit
network.yml in your favorite text editor. If needed, add missing sections (for prxOYa and prx0Yb)
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according to the low-level design architecture doc. Important to write down into Oha_int® section mac
address of first adapter (MACL1), only network adapters with particular Mac-address, which are listed in
network.yml are able to boot over PXE and be provisioned by API. Then you should apply your
configuration changes, Use the following commands:

E ngcpcfg apply "Initial network configuration”
E ngcpcfg push --shared-only

3.2.7. Deployment of the rest nodes in chassis

Power ON web01b from CMM web GUI (by default it will try to boot over PXE) and wait until web01b is
deployed and reboots completely.

It is strongly recommended to run ngcp-initial-configuration within terminal

WARNING . .
multiplexer like screen.

Run:

screen -S ngcp
ngcp-initial-configuration --join

When it is finished you can deploy all other A-nodes even in parallel. After it you can deploy rest B-
nodes.

All nodes but web01l1a should be configured with the '--join' option after the reboot:

It is strongly recommended to run ngcp-initial-configuration within terminal

WARNING : .
multiplexer like screen.

screen -S ngcp
ngcp-initial-configuration --join

If your web01b is in another chassis you should follow procedure described below:

Disconnect patch-cord cable from EXT1 port of SM1 which was connected to our office switch. Connect
cable between the two Switch Modules (EXT1 on SM1 on first chassis and EXT1 on SM1 on second
chassis). Power ON web0la from CMM web GUI and wait until web0la boots. Login to CMM on second
chassis and start Node for webOlb (by default it will try to boot over PXE). Wait until webO1b is
deployed and reboots completely. Begin deployment for all nodes in A-chassis (turn them on even in
parallel). After process of deployment A-nodes completes you can deploy rest nodes in B-chassis.

3.2.8. Checking install:

SSH on web0la and run the following command:
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ngcp-status --all

On prx-nodes there are two mysql instances running which handles the following replications: spl<!sp2
(port 3306) and dbO1!localhost (port 3308). Check the replication of tables between DB-node and PRX-
node with ngcp-mysql-replication-check:

root@prx01a:~# ngcp-mysql-replication-check -a -v

[prx0la] Replication slave is running on localhost:3306 from 'sp2'. No
replication errors.

[prx01a] Replication slave is running on 127.0.0.1:3308 from 'db0la’. No
replication errors.

[prx01a] Replication slave is running on 127.0.0.1:3308 from 'db01b'. No
replication errors.

3.3. Installation Pro

The two nodes are installed one after the other by performing the following steps. It can be bare-
hardware installation, virualised one (VMware, Proxmox) or Cloud (Google Cloud).

3.3.1. PRO Hardware

This section is valid for bare-hardware installation only.

Hardware Specifications

Sipwise provides Sipwise C5 platform fully pre-installed on two Lenovo ThinkSystem SR250 servers.
Their most important characteristics are:

¥ 1x 6C 12T E-2246G CPU @ 3.60GHz
¥ 64 GB RAM (DDR4 ECC)

¥ 2x 480Gb Lenovo branded SATA SSD
¥ 1x 4Port intel i350 add-on network card

Hardware Prerequisites

In order to put Sipwise C5 into operation, you need to rack-mount it into 19" racks.
You will find the following equipment in the box:

¥ 2 servers
¥ 2 pairs of rails to rack-mount the servers

¥ 2 cable management arms
You will additionally need the following parts as they are not part of the distribution:

¥ 4 power cables
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The exact type required depends on the location of installation, e.g. there are

NOTE . . .
various forms of power outlets in different countries.

¥ At least 2 CAT5 cables to connect the servers to the access switches for external communication

¥ 1 CATS cable to directly connect the two servers for internal communication

Rack-Mount Installation
Install the two servers into the rack (either into a single one or into two geographically distributed ones).

The rails shipped with the servers fit into standard 4-Post 19" racks. If they do not fit, please consult your
rack vendor to get proper rails.

The following figure shows the mounted rails:

Figure 9. Rack-mounted Rails

Power Supply Cabling
Each server has two redundant Power Supply Units (PSU). Connect one PSU to your normal power
circuit and the other one to an Uninterruptible Power Supply Unit (UPS) to gain the maximum protection

against power failures.

The cabling should look like in the following picture to prevent accidental power cuts:
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Figure 10. Proper PSU Cabling

Use a 230V/16A power supply and connect a power cord with a C13 jack to each of the two servers,
using any of the two power supply units (PSU) in the back of the servers.

Network Cabling

Internal Communication

The high availability (HA) feature of Sipwise C5 requires that a direct Ethernet connection between
the servers is established. One of the network interfaces must be dedicated to this functionality.

External Communication

Remaining network interfaces may be used to make the servers publicly available for
communication services (SIP, messaging, etc.) and also for their management and maintenance.

Internal Communication

Patch a cross-link with a straight CAT5 cable between the two servers by connecting the cable to the
network interface assigned to the HA component by Sipwise. The direct cross cable is applied for
maximum availability because this connection is used by the servers to communicate with each other
internally.

We strongly suggest against using a switch in between the servers for this
internal interface. Using a switch is acceptable only if there is no another way to
connect the two ports (e.g. if you configure a geographically distributed
installation).

IMPORTANT

In case you are using a switch for cross-link make sure to enable  portfast mode on
Cisco switches. The thing is that STP puts the port into learning mode for 90 seconds,
after it comes up for the first time. During this learning phase, the link is technically up,
but no traffic passes through, so the GCS service will detect the other node as dead
during boot. The portfast mode tells the switch to skip the learning phase and go to
forwarding state right away: spanning-tree portfast [trunk]

NOTE
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External Communication

For both servers, depending on the network configuration, connect one or more straight CAT5 cables to
the ports on the servers network cards and plug them into the corresponding switch ports. Information
about proper ports of the servers to be used for this purpose are provided by Sipwise.

3.3.2. Initial BIOS Configuration

Power on both servers, and when prompted on the top right corner, press F2 to access the BIOS menu.

Automatic Power-On Setting:

Navigate to System SecurityAC Power Recoveryand change the setting to On by pressing the <right> key.
This will cause the server to immediately boot, as soon as itOs connected to the power supply, which
helps to increase availability (e.g. after an accidental shutdown, it can be remotely powered on again by
power-cycling both PSU simultaneously via an IP-PDU).

Go back with <esc> until prompted for Save changes and exit, and choose that option.

3.3.3. Bootstrapping first node

First node you have to install is: spl sp2 node is using spl as PXE boot server and source of Debian-
packages.

Insert the Install Medium (when using USB or CD), reboot the server, and when prompted in the top
right corner, press F11to access the Boot menu. Choose SATA Optical Drive when using a CD, or Hard
drive CRemovable XXXwhen using a USB stick.

You will be presented with the Sipwise installer bootsplash:
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Grml-Sipwize - The WolIP experts

Rescue system boot (trunk) s 'p [ ] w l s E
L

mr9.0.1 C5 CE

mr9.0.1 C5 PRO (=pl)
mr9.0.1 C5 PRO (=pZ)
mr9.0.1 C5 CARRIER (web®lal

Press ENTER to boot or TAB to edit a menu entry

Navigate down to mr11.3.1 PRO (spl) and press <enter> to start the automatic installation process. This
will take quite some time (depending on the network connection speed and the installation medium).

Once the Debian base system is installed and the ngcp-installer is being executed, you can login via
ssh to root@<ip> (password is sipwise as specified by the ssh boot option) and watch Sipwise C5
installation process by executing tail -f /mnt/var/log/ngcp-installer.log -f /tmp/deployment-installer-
debug.log). After the installation has finished and when prompted on the terminal to do so, press rto
reboot. Make sure the Install Medium is ejected in order to boot into the newly installed system. Once

up, you can login with user root and password sipwise.

Then you need to run the initial configuration for the first node:

It is strongly recommended to run ngcp-initial-configuration within terminal

WARNING . .
multiplexer like screen.

screen -S ngcp
ngcp-initial-configuration

3.3.4. Network Configuration

The Sipwise C5 PRO pair uses ethO for the public interface, and ethl for a small, dedicated internal
network on the cross-link for the GCS, replication and synchronization. Both of them are configured
automatically at install time.
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For the service to be used for SIP, RTP, HTTP etc. you need to configure a floating IP in the same
network as you have configured on ethO. Put this IP address into the shared_ip array of the interface
which contains the ext types in /etc/ngcp-config/network.yml

ngcp-network --set-interface=eth0 --shared-ip=1.2.3.5
Once done, execute ngcpcfg apply "added shared ip" , which will restart (beside others) the GCM/CRM
processes, which in turn will configure a virtual interface  eth0:0 with your floating IP.

After the configuration you can proceed to the second node.

You need to keep spl running and connected to the network in order to set up
IMPORTANT sp2 correctly, because the install procedure automatically synchronizes various
configurations between the two nodes during the setup phase.
Setting up PRO sp2

Power on the server, insert the Install Medium (when using USB or CD), and when prompted in the top
right corner, press F11to access the Boot menu. Choose SATA Optical Drive when using a CD, or Hard
drive CRemovable XXXwhen using a USB stick.

When finished, press <enter> to start the automatic installation process.

Again you can watch Sipwise C5 installer once the Debian base system is installed and the ngcp-
installer is being executed by ssh into root@<ip> (password is sipwise as specified by the ssh boot
option) and executing tail -f /mnt/var/log/ngcp-installer.log

After the installation has finished and when prompted on the terminal to do so, press r to reboot. Make
sure the Install Medium is ejected in order to boot into the newly installed system. Once up, you can
login with user root and password sipwise.

Then you need to run the initial configuration for the second node:

It is strongly recommended to run ngcp-initial-configuration within terminal

WARNING . .
multiplexer like screen.

screen -S ngcp
ngcp-initial-configuration --join

3.3.5. Verify running Cluster configuration

After both spl and sp2 have been set up and are rebooted into the freshly installed system, one node
should show cluster node active when logging into the machine, the other node should either have the
default message of the day, or cluster node inactive.

Check the running processes on both nodes by executing  ngcp-service summary on both of them.

Output of the active node:
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# ngcp-service summary
Ok Service

[T> [Tp TP T [T [T TP [T [T [T [Tp T T T TP [T T [T T TP [T TP [T [T [T [T [T [T [Tp [T T T Tp [T T [T T [Tp T T T [T» [T T T [T [Tp [T TP

Managed Started Status

approx
asterisk

coturn

corosync

dhep

exim

glusterfsd
grafana

haproxy
kamailio-Ib
kamailio-proxy
kannel-bearerbox
kannel-smsbox
monit

mysq|l
mysql_cluster
ngcp-eaddress
ngcp-faxserver
ngcp-license-client
ngcp-Inpd
ngcp-logfs
ngcp-mediator
ngcp-panel
ngcp-pushd
ngcp-rate-o-mat
ngcp-snmp-agent
ngcp-voisniff
ngcp-websocket
ngcp-witnessd
ngcpcfg-api

nginx

ntpd

openvpn
openvpn-vip
pacemaker
prosody

redis
redis-master
rtpengine

rtpengine-recording

managed on-boot active
managed by-ha active
unmanaged by-ha inactive
managed on-boot active
unmanaged by-ha inactive
managed on-boot active
managed on-boot active
managed on-boot active
unmanaged on-boot inactive
managed by-ha active

managed by-ha active
unmanaged by-ha inactive
unmanaged by-ha inactive

managed on-boot active
managed on-boot active
unmanaged on-boot inactive
unmanaged on-boot inactive
managed by-ha active
managed on-boot active
unmanaged on-boot inactive
managed on-boot active
managed by-ha active
managed on-boot active
unmanaged by-ha inactive
managed by-ha active
managed on-boot active
managed by-ha active
unmanaged by-ha inactive
managed on-boot active
managed on-boot active
managed on-boot active
unmanaged on-boot inactive
unmanaged on-boot inactive
unmanaged by-ha inactive
managed on-boot active
managed by-ha active
managed on-boot active
managed by-ha active
managed by-ha active
unmanaged by-ha inactive

rtpengine-recording-nfs-mount unmanaged on-boot inactive

sems
sems-b2b
slapd

snmpd
snmptrapd
ssh

sssd-nss
sssd-pam-priv

managed by-ha active
unmanaged by-ha inactive

unmanaged by-ha inactive
managed on-boot active
unmanaged on-boot inactive

managed on-boot active

unmanaged on-boot inactive
unmanaged on-boot inactive
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[T> [T» [Tp TP TP

sssd-pam
sssd-sudo

sssd

syslog
systemd-timesyncd
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unmanaged on-boot inactive
unmanaged on-boot inactive
unmanaged on-boot inactive
managed on-boot active
managed on-boot active

Output of the standby node:

# ngcp-service summary
Ok Service

[T> [Th TP T [T [T» [Tp [T T [T [Th TP T [T T [Tp [T T [T T TP T T T [Th T [T T [T» TP [T T T Tp T TP [T [TH TP TP

Managed Started Status

approx
asterisk

corosync

coturn

dhcp

exim

glusterfsd
grafana

haproxy
kamailio-Ib
kamailio-proxy
kannel-bearerbox
kannel-smsbox
monit

mysq|
mysql_cluster
ngcp-eaddress
ngcp-faxserver
ngcp-license-client
ngcp-Inpd
ngcp-logfs
ngcp-mediator
ngcp-panel
ngcp-pushd
ngcp-rate-o-mat
ngcp-snmp-agent
ngcp-voisniff
ngcp-websocket
ngcp-witnessd
ngcpcfg-api

nginx

ntpd

openvpn
openvpn-vip
pacemaker
prosody

redis
redis-master
rtpengine
rtpengine-recording

managed on-boot active
managed by-ha inactive
managed on-boot active
unmanaged by-ha inactive
managed by-ha inactive
managed on-boot active
managed on-boot active
managed on-boot active
unmanaged on-boot inactive
managed by-ha inactive
managed by-ha inactive
unmanaged by-ha inactive
unmanaged by-ha inactive
managed on-boot active
managed on-boot active
unmanaged on-boot inactive
unmanaged on-boot inactive
managed by-ha inactive
managed on-boot active
unmanaged on-boot inactive
managed on-boot active
managed by-ha inactive
managed on-boot active
unmanaged by-ha inactive
managed by-ha inactive
managed on-boot active
managed by-ha inactive
unmanaged by-ha inactive
managed on-boot active
managed on-boot active
managed on-boot active
unmanaged on-boot inactive
unmanaged on-boot inactive
unmanaged by-ha inactive
managed on-boot active
managed by-ha inactive
managed on-boot active
managed by-ha inactive
managed by-ha inactive
unmanaged by-ha inactive
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E rtpengine-recording-nfs-mount unmanaged on-boot inactive
E sems managed by-ha inactive

E sems-b2b unmanaged by-ha inactive
E slapd unmanaged by-ha inactive

E snmpd managed on-boot active

E snmptrapd unmanaged on-boot inactive
E ssh managed on-boot active

E sssd-nss unmanaged on-boot inactive
E sssd-pam-priv unmanaged on-boot inactive
E sssd-pam unmanaged on-boot inactive
E sssd-sudo unmanaged on-boot inactive
E sssd unmanaged on-boot inactive

E syslog managed on-boot active

E systemd-timesyncd managed on-boot active

If your output matches the output above, youOre fine.

Also double-check if the replication is up and running by executing mysql and do the query show slave
status\G , which should NOT report any error on both nodes.

3.3.6. Synchronizing configuration changes

Between spl and sp2 there is a shared glusterfs storage, which holds the configuration files. If you
change any config option on the active server and apply it using  ngcpcfg apply "my commit message" ,
then execute ngcpcfg push to propagate your changes to the second node.

Note that ngcpcfg apply "my commit message" is implicitly executed on the other node if

TIP : . .
you push configurations to it.

3.4. WhatOs happening when booting the Sipwise
Deployment ISO

What happens when booting the Sipwise Deployment ISO is roughly:

¥ Grml ISO boots up

¥ The Grml system checks for the netscript boot option (specified in the kernel command line which
is visible at the boot splash when pressing <TAB>)

¥ The URL provided as argument to the netscript= boot option will be downloaded and executed

¥ The netscript provides all the steps that need to be executed depending on which boot options
have been specified (see the following section for more information)

3.4.1. Deployment stages

If installing Debian or Debian plus ngcp this happens during deployment:

¥ boot options get evaluated
¥ if installing a PRO system and usbO exists IPMI is configured with IP address 169.254.1.102

¥ checking for some known disks (based on a whitelist) to not cause any data loss by accident, exits if
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trying to install on an unknown disk type

¥ starting ssh server for remote access

¥ partition disk and set up partitions

¥ make basic software selection using /etc/debootstrap/packages

¥ run grml-debootstrap to install Debian base system

¥ adjusting /etc/hosts of target system

¥ adjusting /etc/udev/rules.d/70-persistent-net.rules of target system if installing a virtual PRO
system

If installing ngcp the following takes place:

¥ downloading according ngcp-installer version

¥ executing ngcp-installer with settings as specified by boot options (see the following section for
further information)

¥ build ngcp-rtpengine kernel module (as this canOt be done automatically inside a chroot where
kernel version of deployment system doesnOt necessarily match the kernel version of the installed
system)

¥ stop any running processes of the ngcp system that have been started during installation
¥ copy generated log files to installed system

¥ adjust /etc/hosts, /etc/hostname and /etc/network/interfaces of the installed system

¥ kill any remaining ngcp system processes

¥ ask for rebooting/halting the system

3.4.2. Important boot options for the Sipwise Deployment ISO

¥ arch=i386 - install a 32bit Debian system instead of defaulting to 64bit system (use if so only for non-
ngcp installations!)

¥ debianrelease=E - use specified argument as Debian release (instead of defaulting to  bullseye)
¥ dns=E - use specified argument (IP address) as name server

¥ ip=$IP::$GATEWAY:$NETMASK:$HOSTNAME:$DEVICE:off - use static IP address configuration
instead of defaulting to DHCP

¥ ngcpce - install CE flavour of ngcp
¥ ngcphostname=E - use specified argument as hostname for the ngcp system

¥ ngcpinstvers=E - use specified argument as ngcp-installer version (e.g. 0.7.3 instead of defaulting to
latest version

¥ ngcpspl - install PRO flavour of ngcp, system 1 (spl)

¥ ngcpsp2 - install PRO flavour of ngep, system 2 (sp2)

¥ ngepppa=E - Use Sipwise PPA repository during installation

¥ nodhcp - disable DHCP (only needed if no network configuration should take place)
¥ nongcp - do not install any ngcp flavour but only a base Debian system

¥ puppetenv=E - install puppet software in target system and enable specified argument as its
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environment (note that the target systemOs hostname must be known to puppetOs manifest)

¥ ssh=E - start SSH server with specified password for users root and grml

3.4.3. Lodfiles

The settings assigned to the ngcp installer are available at  /tmp/installer-settings.txt

The log file of the Debian installation process is available at  /tmp/grml-debootstrap.log
The log file of the deployment process is available at  /tmp/deployment-installer-debug.log

The log files of the ngcp installer are available at /mnt/var/log/ngcp-installer.log as long as the
installation is still running or if the installation fails. Once the installation process has been completed
successfully the file system of the target system is not mounted any longer so you canOt access
Imnt/var/log/ngcp-installerE any longer by default. But the log files are also available inside  /var/log/
of the installed system so you can access them even after rebooting into the installed system. You can
access the log files from the deployment ISO by executing:

root@spce ~ # Start lvm2

root@spce ~ # mount /dev/mapper/ngcp-root /mnt
root@spce ~ # Is -1 /mnt/var/log/{grml,ngcp}*.log
/mnt/var/log/grml-debootstrap.log
/mnt/var/log/deployment-installer-debug.log
/mnt/var/log/ngcp-installer.log

3.4.4. Debugging the deployment process

By default the deployment script enables an SSH server with password sipwise for users root and grml
so you can login already while deployment is still running (or if it fails).

At the top of the system screen is a logo splash where you should find the IP address of the system so
you can ssh to it:

i 1192.168.51.2 https://192.168.51.2/gemujvnc-direct htm?cid=4&wveid=111

Disconnect | Options | Clipboard | Eecord || 5end Ctrl-Alt-Del || Eefresh
+++ Grml-Sipwise Deployment +++

grml64 2811.12 Releas
Qost [Pley: 192 1. lll | [_|.:-|:|1|_n:|rru:-r|t version: :
1 CPUCS) | © RAI | No physical chassis found

Install ngop: true | Install pro: false | Install ce:
: :|111ru:| g » platform using installer wersion <lates
51,111 | Started |:|E|:|1|:|I=||'|'|EF|'|Z

If you think the problem might be inside the deployment script (which is available as

/tmp/netscript.grml  on the system) itself enable the "debugmode” boot option to run it under "set -x"
and enable timestamp tracing. The deployment process log is available at /tmp/deployment-installer-
debug.log.
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3.4.5. Custom Installation

The installation and configuration steps are separated. First, the hard disk drive or SSD is partitioned,
Debian is bootstrapped and NGCP packages are installed. Then the server is rebooted. Afterwards, it is
necessary to run the ngcp-initial-configuration tool.

After the reboot you can modify the /etc/ngcp-installer/config_deploy.inc file to tune the
configuration process.
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Chapter 4. Concept

4.1. Contacts

A contact contains information such as the name, the postal and email addresses, and others. A
contactOs main purpose is to identify entities (resellers, customers, peers and subscribers) it is
associated with.

A person or an organization may represent a few entities and it is handy to create a corresponding
organizationOs contact beforehand and use it repeatedly when creating new entities. In this case we
suggest populating the External # field to distinguish between customers associated with the same
contact.

Reseller Contact Customer External #
DTS 0007
Default Rylic Longstaff
Morning Times 0008
Clare Fenn Lantern Co "N
TelephOne .
Ike Leonard City Bank "N"

Note that the only required contact field is email . For contacts associated with customers, it will be
used for sending invoices and notifications such as password reset, new subscriber creation and others.
A contact for a subscriber is created automatically but only if you specify an email address for this
subscriber. It is mainly used to send notification messages, e.g. in case of a password reset.

4.2. Resellers

The reseller model allows you to expand your presence in the market by including virtual operators in
the sales chain. A virtual operator can be a company without its own VolP platform and even without a
technical background, but with sales presence in a market. You define such a company as a reseller in
the platform: grant limited access to the administrative web interface (the reseller administrator will
only see his own customers, domains and billing profiles) and define wholesale rates for this reseller.
Then, the reseller is free to operate under its own brand, make up its retail rates, establish the customer
base and resell your services to its customers. The resellerOs profit is a margin between the wholesale
and retail rates.

Let us consider an example:

¥ You operate in Munich and provide residential and business services.

¥ A company Cheap Call that has a strong presence in Frankfurt offers to resell your services under
its own brand in this city.

¥ You define wholesale rates for Cheap Call, such as calls to Argentina at #0,03.
¥ Cheap Call defines its retail price and offers calls to Argentina at #0,04.

¥ When one of Cheap CallOs subscribers makes a 5-minute call to Argentina, this subscriber will be
charged #0,20.

¥ You will get #0,15 revenue and Cheap CallOs profit will be #0,20 $ #0,15 = #0,05.
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A reseller usually uses dedicated IP addresses or SIP domain names to provide services. Also, a reseller
can rebrand the self-care web interface for its customers and select languages per SIP domain that
allows the reseller to operate even in multiple countries.

4.3. SIP Domain

A SIP domain represents an external Internet address where your subscribers register their SIP phones
to make calls or send messages. The SIP domain also contains particular default configuration for all
the subscribers registered with this SIP domain. A SIP domain can be a regular FQDN (e.g.
sip.yourdomain.com) or a NAPTR/SRV record. Using IP addresses for SIP domains in production is
strongly discouraged

4.3.1. Additional SIP Domains

You can create as many SIP domains as required to satisfy your networking or marketing requirements,
e.g.:

¥ A dedicated SIP domain is suggested per CloudPBX customer.

¥ A separate SIP domain may be dedicated to every whitelabel reseller.

¥ Multiple SIP domains may be used to provide services in different countries or regions.

¥ Multiple SIP domains may be used to brand your own services.

T

. |
Domain | Purpose

|

t

. . I'Your own domain for retail
sip.yourdomain.com |
| Customers

|
sip.enterprise.com | Your big customer with Cloud PBX
I

t
I

sip.reseller.com I1'Your white-label reseller
|

:Your domain for providing a new

|service in another country
1

sip.yourdomain.de

4.4. Contracts

A contract is a combination of a contact and a billing profile , hence it represents a business contract for
your resellers and peering partners.
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Contracts can be created in advance on the Reseller and Peering Contracts page, or immediately during
creation of a peer or a reseller.

Contract | |

Contact
Details —

- —_— — —

| Ratng (i

xlll
HEE § CDRs

Note that the customer entity (described below) is a special type of the contract. A customer entity has
an email and an invoice templates in addition to a contact and a billing profile.

4.5. Customers

A customer is a physical or legal entity whom you provide the VolP service with and send invoices to.
Here are the main features of a customer:

¥ Contains the contact and legal information. For example, an address or an email address for
invoicing.

¥ Associated with a billing profile (to define fees per destination) and tracks the balance (used mostly
for post-paid customers).

¥ Contains a certain number of subscribers who actually use the service and whose calls appear in
the customerOs list of CDRs.

¥ Provides some default parameters for all its subscribers. For example, voice prompts and call
restriction.

Here are two common examples of the customer model:

4.5.1. Residential and SOHO customers

With this service you provide your residential and SOHO customers with one or multiple numbers and
offer the service on a post-paid basis.

For a residential customer you usually create one customer entity with one subscriber under it. A
residential customer can register multiple devices with the same number thus having a convenient
Viber or Skype-like service: any device can be used to make a call and all of them will ring
simultaneously when there is an incoming call. At the end of the billing period, you send an invoice to

the customer.
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Name
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For SOHO customers you usually create multiple subscribers under the same customer and assign
every subscriber a dedicated number to allow users make and receive calls. A common invoice will

contain calls of all the subscribers.

SOHO
Customer

®

Subscriber A

o

Subscriber B

®

Subscriber C

P
_
(.
User B
=\
N
User C
-
| A [
L _—

C5

4.5.2. Business customers with the Cloud PBX service

In this case you create a Customer and all the required entities under it to reflect the companyQOs
structure: subscribers, extensions, hunt groups, auto-attendant menus, etc.

L N
|
i ]
\ | 401 402 :
' |
\ | 701 702 |
\ )
5 IHuntGrcup
I |
C5

4.5.3. SIP Trunking

Customer

| D
L L]
L L]

I L L]

H L L1

= =

W —
2=
M Faxes

If a customer PBX can register itself with Sipwise C5, you create a regular subscriber for it and configure
a standard username/password authentication. Multiple PBX users can then send and receive calls.
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Legacy PBX devices that are not capable of passing the challenge-based authentication can be
authenticated by the IP address. Optionally, every user of such a PBX can be authenticated separately
by the FROM header and the IP address. For more details, refer to the Trusted Sources section.

4.5.4. Mobile subscribers

The pre-paid model works perfectly for
single subscriber under a customer.

mobile application users . In this case you generally create a

4.5.5. Pre-paid subscribers who use your calling cards

In this case you will most likely create a single subscriber under a customer, although multiple

subscribers would work as well. In the latter case, they will share and top-up the common balance.

Notice that the customer entity itself does not contain any technical configuration for the VolP service
authentication and instead contains other entities called  subscribers, which do.

4.6. Subscribers

Every subscriber represents a SIP line or a SIP trunk. For example, in the residential services a
subscriber entity is dedicated to every user. In the SIP trunking scenario, a subscriber can be used to

authenticate all VolP traffic from the remote PBX device.

In the following table logical subscriber types and their purpose are described.

Service Subscriber Purpose Features
Type
Residential Regular A regular VolP service Requires a DID number to
subscriber receive calls from outside of your
network
Enterprise Pilot subscriber A base number for the enterprise  Configures the rest of customer
(CloudPBX) customer; Lists all extra numbers  subscribers in its self-care web
(aliases) interface
Extension Extra numbers (DIDs, OimplicitO  Can be dialed in different ways;
extensions) for the enterprise The number configuration builds
customer on top of the Pilot subscriber
PBX Group Forwards incoming calls to Ringing policy defines in which
multiple extensions order the extensions will ring
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Subscriber
Type

Digest
authentication

IP
authentication

Service

SIP Trunk

Prepaid Regular

subscriber with

prepaid billing
profile

TIP

4.7. SIP Peerings

Sipwise NGCP Operations Manual: PRO/CARRIER

Purpose

Dynamically registers a remote
IP PBX device

IP authentication of legacy IP
PBX devices incapable of
registering with the platform

Authorization of services based
on customer balance;
Disconnection of calls on Ozero
balanceO

Features

Handles multiple users behind
the IP PBX device

Might require Trusted Subscriber
and Trusted Source
configuration

Vouchers and Balance Top-Up ;
Billing Profile Packages

Subscriber Aliases can provide Extra DIDs or extension numbers to a subscriber.

A SIP peering is your interconnection with the external VolP or PSTN network. Usually, a VolP service
provider has at least a few termination partners to offer its subscribers calls to virtually any landline and

mobile destination.

SIP peerings also enable incoming calls to your platform. For example, if you rent a pool of DID
numbers from a SIP peer and offer them to your residential and business customers.

An interconnection with your termination partners and DID number providers can include multiple

servers and enable both outbound and inbound calls, hence such a configuration is called a

group. You configure at least one SIP peering group for every partner and the main principle here is that
all servers in a group terminate calls to the same set of listed destinations.

Any SIP peering group is associated with a contract for reconciliation and billing purposes and includes

two main technical configurations:

¥ Peering Servers Represent connections to/from your SIP peeringOs network. The parameters
include an IP address and/or a hostname of the remote part. For outbound calls, this is the
destination address where to send calls to and for inbound calls it is an IP authorization of the

remote server.

¥ Outbound/Inbound Peering Rules Outbound rules define through which SIP peering group a call
from a specific subscriber will be sent for termination to a specific destination.

The example below shows four SIP peering groups with different priorities, callee prefixes (actual
destinations offered by this SIP peering) and callee / called patterns (fine-tuning which callee request
URIs and caller URIs are allowed through this SIP peering group).
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_______ 1 I Default Peer

. sip.yourdomain.com - —
| b Primary server
Weight 100

i, |

! _1 b|secondary
IWeight 10

Il

Peer networks

1 | Failover Peer
: Priority 3
_2> Primary server

i, |

Weight 50

ISecnndary

R Termirjation to

“ | Called | parties |

([

Jus+Canada Peer
Priority 2

ICa\Iee prefix: 1,1212.etc
\ 4 ]
=== | I:::
: Single server
i 9 | -

sip.premium.com
|Premium Peer r N s N r ~\

] —'1 B Priority: 1
S U I i I Cra‘ﬁgr pattern: . . .
Asip: *@premium\.com$ i, N N
I \ . J | J | J/

i [ I Primary server
) e - IWelght 100
e o — - -l |Secondary
IWeight 100

The figure shows how calls from premium subscribers can in the first place be routed through a
dedicated SIP peering group unavailable to regular subscribers.

See the Routing Order Selection section for details about call routing.

Inbound rules allow filtering out incoming INVITE requests arriving from the corresponding SIP peering

Servers.
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Chapter 5. Kick-off

A basic VoIP service configuration is fast, easy and straight-forward. Provided that your network and
required DNS records have been preconfigured, the configuration of a VolP service can be done purely
via the administrative web interface. The configuration mainly includes the following steps:
¥ Reseller creation (optional)
¥ SIP domain configuration
¥ Customer creation
¥ Subscribers provisioning
Let us assume you are using the 1.2.3.4IP address with an associated sip.yourdomain.com domain to

provision VoIP services. This allows you to provide an easy-to-remember domain name instead of the
IP address as the proxy server. Also, your subscribers' URIs will look like 1234567 @sip.yourdomain.com

Using an IP address instead of an associated FQDN (domain name) for a SIP domain is not
TIP suggested as it could add extra administrative work if you decide to relocate your servers
to another datacenter or change IP addresses.

Go to the Administrative Web Panel (Admin Panel) running on https://<ip>:1443/ and follow the steps
below. The default web panel user and password are  administrator , if you have not already changed it.

5.1. Creating a SIP Domain

A SIP domain is a connection point for your subscribers. The SIP domain also contains specific default
configuration for all its subscribers.

Thoroughly plan your domain names policy in advance and take into account that: 1) the
TIP name of a SIP domain cannot be changed after creating it in the administrative web panel;
2) subscribers cannot be moved from one domain to another and must be recreated.

To create a SIP domain, follow these steps:
1. Firstly, configure an FQDN on your DNS server for it.

The domain name must point to the physical IP address you are going to use for providing the VolP
service. A good approach is to create an SRV record:

SIP via UDP on port 5060
SIP via TCP on port 5060
SIP via TCP/TLS on port 5061

2. Create a new SIP domain in the administrative web panel.

Go to the Domains page and create a new SIP Domain using the FQDN created above.
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Create Domain

Reseller Search:

Name Contract # Status

default 1 active

Showing 1 to 2 of 2 entries

Create Reseller

SIP Domain  sip.yourdomain.com

Save

Select a Reseller who will own the subscribers in this SIP domain. Use the default virtual reseller if
you provide services directly. Enter your SIP domain name and press  Save.

3. Adjust the new SIP domainOs preferences if necessary.

You can create multiple SIP domains reusing the existing IP address or adding a new one. Extra SIP
domains are required e.g. if you would like to host a virtual operator on your platform, create separate
domains for providing services in different countries or offer a new service.

5.2. Creating a Customer

A Customer is a special type of contract acting as legal and billing information container for SIP
subscribers. A customer can have one or more SIP subscriber entities that represent SIP lines.

For correct billing, notification and invoicing, create a customer with a single SIP
subscriber for the residential service (as it normally has only one telephone line) and a
customer with multiple SIP subscribers to provide a service to a company with many
telephone lines.

TIP

To create a Customer, go to SettingsCustomers.
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& Logged in as administrator

e NGCP Dashboard

_ £2 Settings ~

Dashboard

Administrators ‘

Resellers

{
Customers

Domains

System Status Resellers Billing
Subscribers

Billing
’ 6 Peerings

Rewrite Rule Sets

All services running Resellers Billing Profiles
NCOS Levels
Applications Ok 0 Domains 0.00 Peering Costs 0 sgundsets
Security Bans
System Ok 0 Customers 0.00 Reseller Revenue
Hardware Ok 0 Subscribers 0.00 Customer Revenue
View Statistics Configure Configure Configure

Click on Create Customer.

& Logged in as administrator

sip:uiise NGCP Dashboard

Customers

* Create Customer

Search:

# ~ | External # Reseller Contact Email Billing Profile Status

No data available in table

Showing 0 to 0 of 0 entries =

mbH, all rights reserved.

Each Customer has a Contact"N"a container for the personal and legal information that identifies a private
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or corporate customer.

Create a dedicated Contact for every Customer as it contains specific data e.g. name,

TP address and IBAN that identifies this customer.

Click on Create Contact to create a new Contact.

Create Contract

Contact Search:
Reseller First Name Last Name Email

default Contact first Contact last default- O
name name customer@defaultinvalid.contact

Showing 1 to 1 of 1 entries

l Create Contact

Billing Profile
Reseller Profile

default Default Billing Profile

Showing 1 to 1 of 1 entries ’ | L |

" Create Biling Profile

Select the required Reseller and enter the contact details (at least an Email is required), then press Save.
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Create Contact

Reseller Search:
Contract #

default

Showing 1 to 1 of 1 entries

. Create Reseller .

First Name

Last Name

Emiail

Company

You will be redirected back to the Customer form. The newly created Contact is selected by default
now, so only select a Billing Profile and press Save.

You will now see your first Customer in the list. Hover over the customer and click Details to make extra
configuration if necessary.
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& Logged in as administrator

sip:wise NGCP Dashboard

_ £2 Settings ~

Customers

* Create Customer

Contract successfully created

Search:
# = | External # Reseller Contact Email Billing Profile Status
20 default myfirstcontact@example.org Default Billing active |
Profile
Showing 1 to 1 of 1 entries == n = L=

5.3. Creating a Subscriber

In your Customer details view, click on the Subscribers row, then click Create Subscriber.
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& Logged in as administrator  Logout

se NGCP Dashboard . cor
f2 Settings ~

Customer Details

Reseller

Contact Details

Billing Profiles

1 | Subscribers
* Create Subscriber

SIP URI Primary Number Registered Devices

Contract Balance

Select a SIP Domain created earlier and specify required and optional parameters:

¥ Domain : The domain part of the SIP URI for your subscriber.

¥ E164 Number : This is the telephone number mapped to the subscriber, separated into  Country Code
(CC) Area Code (AC)and Subscriber Number (SN) For the first tests, you can set an imaginary
number here and change it later when you get number blocks assigned by your PSTN interconnect
partner. So in our example, weOll use 43 as CC, 99 as AC and 1001 as SN to form the imaginary

number +43 99 1001

This number can actually be used to place calls between local subscribers, even if you
donOt have any PSTN interconnection. This comes in handy if you use phones instead of
soft-clients for your tests. The format in which this number can be dialled, so the
subscriber is reached is defined in  Configuring Rewrite Rule Sets .

TIP

Sipwise C5 allows a single subscriber to have multiple E.164 numbers to be used
as aliases for receiving incoming calls. Also, Sipwise C5 supports so-called
"implicit" extensions. If a subscriber has phone number 012345, but somebody
IMPORTANT calls 012345100, then NGCP first tries to send the call to number 012345100 (even
though the user is registered as 012345). If Sipwise C5 then receives the 404 - Not
Found response, it falls back to 012345 (the user-part with which the callee is

registered).

¥ Email : An email address for sending service-related notifications to.

¥ Web Username : This is the user part of the username the subscriber may use to log into her
Customer Self Care Interface. The user part will be automatically suffixed by the SIP domain you
choose for the SIP URI. Usually, the web username is identical to the SIP URI, but you may choose a

Copyright © Sipwise GmbH - All rights reserved 55



Sipwise NGCP Operations Manual: PRO/CARRIER Chapter 5. Kick-off

different naming schema.

The web username needs to be unique. The system will return a fault if you try to

CAUTION )
use the same web username twice.

¥ Web Password : This is the password for the subscriber to log into her Customer Self Care Interface.
It must be at least 6 characters long.

¥ SIP Username : The user part of the SIP URI for your subscriber.

¥ SIP Password: The password of your subscriber to authenticate on the SIP proxy. It must be at least
6 characters long.

¥ Status : You can lock a subscriber here, but for creating one, you will most certainly want to use the
active status.

¥ External ID : You can provision an arbitrary string here (e.g. an ID of a 3rd party provisioning/billing
system).

¥ Administrative : If you have multiple subscribers in one account and set this option for one of them,
this subscriber can administrate other subscribers via the  Customer Self Care Interface.

Create Subscriber

Domain Search:

Reseller Domain

default sip.yourdomain.com

Showing 1 to 1 of 1 entries

Create Domain

E164 Mumber 43

10001

Email  demo@sipwise.com

Web Username  demo

Web Password  secret
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Create Subscriber

Web Username  demo

Web Password  secret

SIP Username  demo

SIP Password  {secret!

Lock Level

Status active

External ID  demo

Administrative

Repeat the creation of Customers and Subscribers for all your test accounts. You should have at least 3
subscribers to test the functionality of the NGCP.

At this point, youOre able to register your subscribers to Sipwise C5 and place calls

TIP .
between these subscribers.

You should now revise the Domain and Subscriber Preferences.

5.4. Domain Preferences

The Domain Preferences are the default settings for Subscriber Preferences, so you should set proper
values there if you donOt want to configure each subscriber separately. You can later override these
settings in the Subscriber Preferences if particular subscribers need special settings. To configure your
Domain Preferences, go to SettingsDomains and click on the Preferences button of the domain you want
to configure.
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ed in as adminis

= © Documentation ~ «ll Monitoring & Statistics - # Tools ~ i Settings ~

e NGCP Dashboard

Domains
% Create Domain
Show | 5 J entries Search:
# « | Reseller Domain
113 default sip.yourdomain.com @ Delete

Showing 1 to 1 of 1 entries

The most important settings are in the  Number Manipulations group.
Here you can configure the following:

¥ for incoming calls - which SIP message headers to take numbers from
¥ for outgoing calls - where in the SIP messages to put certain numbers to

¥ for both - how these numbers are normalized to E164 format and vice versa

To assign a Rewrite Rule Setto a Domain, create a set first as described in  Configuring Rewrite Rule Sets
then assign it to the domain by editing the rewrite_rule_set preference.
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Domain "sip.yourdomain.com" - Preferences

Call Blockings

Access Restrictions

1

Name Value

[} rewrite_rule_set v 2 & Edit

(7] extension_in_npn

-] inbound_upn From-Username v
-] outbound_from_user User-Provided-Number v
7] outbound_from_display MNone &

Select the Rewrite Rule Setand press Save.

Edit Preference rewrite_rule_set

rewrite_rule_set |test

Then, select the field you want the User Provided Number to be taken from for inbound INVITE
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messages. Usually the From-Username should be fine, but you can also take it from the Display-Name
of the From-Header, and other options are available as well.

5.5. Subscriber Preferences

You can override the Domain Preferences on a subscriber basis as well. Also, there are Subscriber
Preferences which don®t have a default value in the Domain Preferences.

To configure your Subscriber, go to SettingsSubscribers and click Details on the row of your subscriber.
There, click on the Preferences button on top.

You want to look into the Number Manipulations and Access Restrictions options in particular, which
control what is used as user-provided and network-provided calling numbers.

¥ For outgoing calls, you may define multiple numbers or patterns to control what a subscriber is
allowed to send as user-provided calling numbers using the  allowed_clis preference.

¥ If allowed_clis does not match the number sent by the subscriber, then the number configured in cli
(the network-provided number) preference will be used as user-provided calling number instead.

¥You can override any user-provided number coming from the subscriber using the user_cli
preference.

Subscribers preference allowed_clis will be synchronized with subscribers primary
NOTE number and aliases if osshssprovisioningauto_allow cli is set to 1 in /etc/ngcp-
config/config.yml .

Subscribers preference cli will be synchronized with subscribers primary number if

NOTE ossbssprovisioningauto_sync_cli is set to yes in /etc/ngcp-config/config.yml

5.5.1. Subscriber authentication for outbound calls

There are cases when Sipwise C5 should pass the authentication process for a subscriber. In other
words to pass the authentication process of an outbound call from behalf of the subscriber entity
(configuration object).

Suppose there is Sipwise C5 and some other Class 5 system (can be just another Sipwise C5). You have
recently migrated part of subscribers from another Class 5 system to Sipwise C5. But, you still have SIP
peerings (with ITSPs) at that system, and you would like that recently migrated subscribers are still able
to terminate calls via that another Class 5 system.

This is when the 'Remote Authentication' parameters start helping you. The call flow in this scenario will
be: Sipwise CHnother Class 5 systemSIP peering

And that system (another Class 5 system) will of course treat a call coming to it from Sipwise C5, as if
that would be a direct call from the subscriber (indeed itOs not).

This is when you need to be capable of the authentication and Sipwise C5 gives you this possibility.

You will need to go to subscriberOs preferences and to know specific credentials to be used for that, in
order to pass the authorization. To configure this setting, open the = Remote Authentication tab and edit
the following four preferences:
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¥ peer_auth_user: <username for peer auth>
¥ peer_auth_pass: <password for peer auth>
¥ peer_auth_realm: <domain for peer auth>

¥ peer_auth_hf_user: <username parameter for Authorization hf>

'‘peer_auth_hf_user' preference is optional and can be skipped. It allows you to set a

NOTE - o
specific username for the Proxy-Authorization header.

As soon as you define those parameters, a call from behalf of the subscriber, which will be terminated
at another system, can be successfully authenticated.

5.5.2. Subscriber authentication for an outbound registration

This is approximately the same use case as for the 'Subscriber authentication for outbound calls'
section, but this time for the registration process. Sipwise C5 can register at remote system, hence
placing the location record on behalf of the subscriber.

Location record which will be saved at a remote system, will contain the contact of

NOTE Sipwise C5 Load-Balancer, not the contact of the end subscriber.

The reason why you might need Sipwise C5 to register at remote system from behalf of the subscriber:

¥you want to receive calls from remote system to your subscriber, as if your subscriber would
receive this directly;

¥ that remote system doesnOt accept a call sent from Sipwise C5 from behalf of the subscriber,
without a registration beforehand;

This registration process will be completely independent from the end subscriber, and

NOTE will be only triggered and controlled by Sipwise C5.

This is when the 'Remote Authentication' parameters help you again. You need to go to subscriberOs
preferences, open the Remote Authentication tab and now additionally enable outbound registration:
¥ peer_auth_register: True

Now in common with the preferences you defined previously in the 'Subscriber authentication for
outbound calls' section, the registration process will start using given credentials.

Remember, the subscriberOs preference 'peer_auth_hf user' affects invitation
IMPORTANT scenarios, as well as registration scenarios. Hence in case you set it, the
username during digest, will be swapped.

5.5.3. SubscriberOs preference for media in terms of IP Family (IPv4/IPv6)

It is possible to define which IP Family is preferred by a particular subscriber for sending media
(RTP/RTCP), using the following preference:

NAT and Media Flow Controllpv46_for_rtpproxy, which can be set to:
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¥ Force IPv4 - the subscriber prefers to send the media flow via IPv4
¥ Force IPv6 - the subscriber prefers to send the media flow via IPv6

¥ Auto-detect - auto detection is enabled and depending on the IP Family used during the
registration, the preference for media will be picked out accordingly

¥ use domain default - preference is inherited from the domain values

Both the domain and subscriber preferences contain the  NAT and Media Flow Control section, which
gives an access to the ipv46_for_rtpproxy preference.

It is not necessarily, but is however recommended to set ipv46_for_rtpproxyForce IPv6 for

e those subscribers which use IPv6 to send media (RTP/RTCP).

5.6. Creating Peerings

If you want to terminate calls at or allow calls from 3 ™ party systems (e.g. PSTN gateways, SIP trunks),
you need to create SIP peerings for that. To do so, go to  SettingsPeerings. There you can add peering
groups, and for each peering group add peering servers and rules controlling which calls are routed
over these groups. Every peering group needs a peering contract for correct interconnection billing.

5.6.1. Creating Peering Groups
Click on Create Peering Groupto create a new group.

In order to create a group, you must select a peering contract. You will most likely want to create one
contract per peering group.

Create SIP Peering Groups
Contract Search:
# Status Billing Profile

No data available in table

= + . =

. Create Confract |

Showing 0 to 0 of 0 entries

Priority | 1

Description

62 Copyright © Sipwise GmbH - All rights reserved



Chapter 5. Kick-off Sipwise NGCP Operations Manual: PRO/CARRIER

Click on Create Contract create a Contact, then select a Billing Profile.

Create Contract

Contact Search:
Reseller First Name

default Contact first Contact last default- 11
name name customer@default.invalid.contact

default myfirstcontact@example.org

Showing 1 to 2 of 2 entries

Billing Profile Search:

Reseller Profile

default

Showing 1 to 1 of 1 entries

Click Save on the Contacts form, and you will get redirected back to the form for creating the actual
Peering Group. Put a name, priority and description there, for example:

¥ Peering Contract: select the id of the contract created before

¥ Name: test group

¥ Priority: 1

¥ Description: peering to a test carrier
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Create SIP Peering Groups

Contract Search:
Status Billing Profile

active Default Billing Profile

Showing 1 to 1 of 1 entries

. Create Confract |

test group

Priority

Description  peering to a test carrier

The Priority option defines which Peering Group to favor (Priority 1 gives the highest precedence) if two
peering groups have peering rules matching an outbound call.  Peering Rulesare described below.

Then click Save to create the group.

5.6.2. Creating Peering Servers

In the group created before, you need to add peering servers to route calls to and receive calls from.
To do so, click on Details on the row of your new group in your peering group list.

To add your first Peering Server, click on the Create Peering Serverbutton.
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Peering Servers

(" & Create Peering Server '
e eee—
Show| 5 j entries Search;

IP Address Hostname Protocol Weight Via Route Set Enabled

No data available intable

Showing 0 to 0 of 0 entries

Outbound Peering Rules

ANY of the rules must match to choose the peering group for outbound calls.

% Create Outbound Peering Rule

Show| 5 j entries Search;

“ | calleePrefix Callee Pattern Caller Pattern Description Enabled

No data available intable

showing 0 to 0 of 0 entries | | |
Inbound Peering Rules
ALL of the rules must match to choose the peering group for inbound calls.
Show| 5 j entries Search:
Priority -~ '# Field Pattern Reject Code Reject Reason Enabled
No data available intable
= = | = =

Showing 0 to 0 of 0 entries

Figure 11. Create Peering Server

In this example, we will create a peering server with [P 2.3.4.5and port 5060:

¥ Name : test-gw-1

¥ |P Address: 2.3.4.5

¥ Hostname: leave empty
¥ Port: 5060

¥ Protocol: UDP

¥ Weight: 1

¥ Via Route: None

¥ Enable Probing: enable it, if remote side supports SIP OPTIONS ping
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Create Peering Server

Name test-gw-1

IP Address 2.3.4.5

Hostname

Port

Protocaol

Weight

Via Route

Enabled

Figure 12. Peering Server Properties
Click Save to create the peering server.

The hostname field for a peering server is optional. Usually, the IP address of the peer is
used as the domain part of the Request URI. Fill in this field if a peer requires a particular
hostname instead of the IP address. The IP address must always be given though as it is
used for the selection of the inbound peer. By default outbound requests will always be

TIP . . i
sent to the specified IP address, no matter what you put into the  hostname field. If you
want to send the request using the DNS resolution of the configured hostname,
disregarding in that way the IP, you have to enable outbound_hostname_resolution option
in peer preferences.

TIP If you want to add a peering server with an IPv6 address, enter the address without

surrounding square brackets into the IP Addresscolumn, e.g. ::1

You can force an additional hop (e.g. via an external SBC) towards the peering server by using the  Via
Route option. The available options you can select there are defined in /etc/ngcp-config/config.yml,
where you can add an array of SIP URIs in kamailio!lblexternal_sbc like this:
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kamailio:

E Ib:

external_sbc:
- Sip:192.168.0.1:5060
- 8ip:192.168.0.2:5060

[T Tp mp

Execute ngcpcfg apply "added external shc gateways", then edit your peering server and select the
hop from the Via Route selection.

Once a peering server has been created, this server can already send calls to the system.

Requests coming from a SIP peering are matched not only by the IP address and a
transport protocol, but also using the source port of a message. This means, if your SIP
peering server created at Sipwise C5 has the 'Port' value set to '5060', then itOs expected
that messages (requests) coming from this SIP peering, will have the source port '5060'.

This however applies only to the UDP transport based connections (TCP and TLS are
matched only using an IP address and a transport protocol).

NOTE

Outbound Peering Rules

To be able to send outbound calls towards the servers in the  Peering Group, you
also need to define Outbound Peering Rules. They specify which source and
destination numbers are going to be terminated over this group. To create a rule,
click the Create Outbound Peering Rule button.

IMPORTANT
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Peering Servers

¥ Create Peering Server

Peering server successfully created

Show| 5 j entries Search:
IP Address Hostname Protocol Weight Via Route Set Enabled
29 test-gw-1 2345 5060 1 1 1
Showing 1to 1 of 1 entries | n ==

Outbound Peering Rules

ANY of the rules must match to choose the peering group for cutbound calls.
p——
% Create Outbound Peering Rule
T ——————————————————
Show| 5 j entries Search:

Callee Prefix Callee Pattern Caller Pattern Description Enabled

No data available in table

Showing 0 to 0 of 0 entries = — — =

Inbound Peering Rules

ALL of the rules must match to choose the peering group for inbound calls.

% Create Inbound Peering Rule

Figure 13. Create Outbound Peering Rule

Since the previously created peering group will be the only one in our example, we have to add a
default rule to route all calls via this group. To do so, create a new peering rule with the following
values:

¥ Callee Prefix: leave empty

¥ Callee Pattern: leave empty

¥ Caller Pattern: leave empty

¥ Description: Default Rule

¥ Stopper: leave empty
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Create Outbound Peering Rule

Callee prefix
Callee pattern

Caller pattern

__--'-'h-._
@ ‘Default rule )
__--""""-—-

Enabled (B

Figure 14. Outbound Peering Rule Properties
Then click Save to add the rule to your group.

In contrast to the callee/caller pattern, the callee prefix has a regular alphanumeric string

TIP . .
and can not contain any regular expression.
TIP If you set the caller or callee rules to refine what is routed via this peer, enter all phone
numbers in full E.164 format, that is <cc><ac><sn>.
The Caller Pattern field covers the whole URI including the subscriber domain, so you can
TIP only allow certain domains over this peer by putting for example @example\.com into this

field.

Inbound Peering Rules

Starting from mr5.0 release, Sipwise C5 supports filtering SIP INVITE requests sent by SIP peers. The
system administrator may define one or more matching rules for SIP URIs that are present in the
headers of SIP INVITE requests, and select which SIP header (or part of the header) must match the
pattern declared in the rule.

If the incoming SIP INVITE message has the proper headers, Sipwise C5 will accept and further process
the request. If the message does not match the rule it will be rejected.

An incoming SIP INVITE message must match all the inbound peering rules  so that

CAUTION Sipwise C5 does not reject the request.

In order to create an inbound peering rule  you have to select a peering group, press Details and then
press Create Inbound Peering Rule button.
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Peering Servers

 Create Peering Server

Show| 5 j entries Search;
IP Address Hostname Protocol Weight Via Route Set Enabled
29 test-gw-1 2345 5060 1 1 1
Showing 1 to 1 of 1 entries 2 |0s n = =

Outbound Peering Rules

ANY of the rules must match to choose the peering group for outbound calls.

% Create Outbound Peering Rule

Show| 5 j entries Search;

Callee Prefix Callee Pattern Caller Pattern Description Enabled

1 Default rule 1

Showing 1to 1 of 1 entries = - n - -

Inbound Peering Rules

ALL of the rules must match to choose the peering group for inbound calls.

% Create Inbound Peering Rule )

Show| 5 j entries Search;

Priority G Pattern Reject Code Reject Reason Enabled

No data available intable

Showing 0 to 0 of 0 entries

Figure 15. Create Inbound Peering Rule

An inbound peering rule has the following properties
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Create Inbound Peering Rule

Match Field | To-Domain

Pattern examplel.org

Reject code }403

Reject reason Invalid called party domain

Enabled (B

Figure 16. Inbound Peering Rule Properties

¥ Match Field: select which header and which part of that header in a SIP INVITE message will be
checked for matching the pattern

¥ Pattern. a PCRE that defines the accepted value of a header; example:
Asip:.+@example\.org$ "N"this will match a SIP URI that contains "example.org" in the domain part

¥ Reject code: optional; a SIP status code that will be sent as a response to an INVITE request that
does not match the pattern; example: 403

¥ Reject reason: optional; an arbitrary text that will be included in the SIP response sent with the reject
code

¥ Enabled: a flag to enable / disable the particular inbound peering rule

Both of the properties Reject code and Reject reason must be left empty if a peering
server (i.e. a specific IP address) is part of more peering groups. Such a configuration is

NOTE useful when an incoming SIP INVITE request needs to be treated differently in the
affected peering groups, based on its content, and thatOs why if the INVITE message
only partly matches an inbound peering rule it should not be rejected.

When all settings for a peering group are done the details of the group look like:
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Peering Servers

* Create Peering Server

Show| 5 j entries Search:
# = | Name IP Address Hostname Port Protocol Weight Via Route Set Enabled
29 test-gw-1 2345 5060 1 1 1
Showing 1 to 1 of 1 entries b - n o e

Outbound Peering Rules

ANY of the rules must match te choose the peering group for outbound calls.

% Create Qutbound Peering Rule

Show| 5 j entries Search;
# ~ | Callee Prefix Callee Pattern Caller Pattern Description Enabled
1 Default rule 1
Showing 1 to 1 of 1 entries == n = =

Inbound Peering Rules

ALL of the rules must match to choose the peering group for inbound calls.

% Create Inbound Peering Rule

Show| 5 j entries Search;
Priority - | # Field Pattern Reject Code Reject Reason Enabled
50 1 to_domain example\.org 403 Invalid called party domain 1
Showing 1t 1 of 1 entries = S n ==

Figure 17. Peering Servers Overview

Routing Order Selection
The selection of peering groups and peering servers for outgoing calls is done in the following way:
1. All peering groups that meet the following criteria configured in the outbound peering rule are
added to the list of routes for a particular call:
ocalleeOs username matches callee prefix
ocalleeOs URI matchescallee pattern
ocallerOs URI matchescaller pattern

2. When all matching peering groups are selected, they are ordered by callee prefix according to the
longest match basis (sometimes referred to as the longest pattern match ~ or maximum pattern
length match ). One or more peering group with longest callee prefix match will be given first
positions on the list of routes.

3. Peering groups with the same callee prefix length are further ordered by Priority . Peering group(s)
with the higher priorities will occupy higher positions.

Priority 1 gives the highest precedence to the corresponding peering group.
IMPORTANT Hence, a lower priority value will put the peering group higher in the list of
routes (compared to other peering groups with the same  callee prefix length).
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Priority can be selected from 1 (highest) to 9 (lowest).

4. All peering servers in the peering group with the highest priority (e.g. priority 1) are tried one-by-one
starting from the highest server weight. Peering groups with lower priorities or with shorter callee

prefix will be used only for fail-over.

The weight of the peering servers in the selected peering group will influence the order in which
the servers within the group will be tried for routing the outbound call. The weight of a server can
be set in the range from 1to 127.

Opposite to the peering group priority, a peering server with a higher weight
value has a higher precedence, but the server weight rather sets a probability

IMPORTANT than a strict order. E.g. although a peering server with weight 127 has the highest
chance to be the first in the list of routes, another server with a lower weight (e.g.
100) sometimes will be selected first.

In order to find out this probability knowing the weights of peering servers, use the following script:
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#!/usr/bin/perl

#This script can be used to find out actual probabilities

#that correspond to a list of peering weights.

$num_args = $#ARGV + 1;
if (Bnum_args < 1) {

Chapter 5. Kick-off

E print "Usage: lcr_weight_test.pl <list of weights (integers 1-

254)>\n";
E exitO;
}

my $iters = 10000;
my @rands;

for (my $i=1; $i <= $iters; Pi++) {

my %elem;

for (my $j=0; $j < $num_args; $j++) {
my $random = int(rand(2000000000));
$elem{"$j"} = SARGVI[$j] * $random;

}

push(@rands, \%elem);

~ [TV [Ty [T> T> T> [T»

my @counts;

for (my $j=0; $j < $num_args; $j++) {
E $counts['$j"] = O;

}

foreach my $rand (@rands) {
my $higher = 0;
my $higher_key = 0;
foreach $key (keys %{$rand}) {
if ($rand->{$key} > $higher) {
$higher = $rand->{$key};
Shigher_key = $key;
}

}
$counts[$higher_key]++;

[Ty [Ty TP [T [T [T M T [Tp

for (my $j=0; $j < $num_args; $j++) {
E my $prob = $counts[$j]/Siters;

E print "Peer with weight SARGV[$j] has probability $prob \n";

}

Let us say you have 2 peering servers, one with weight 1 and another with weight 2. At the end"N"running
the script as below"N"you will have the following traffic distribution:

74
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# lcr_weight_test.pl 1 2

EPeer with weight 1 has probability 0.2522
EPeer with weight 2 has probability 0.7478

If a peering server replies with SIP codes 408, 500 or 503, or if a peering server doesnOt respond at alll,
the next peering server in the current peering group is tried as a fallback. All the servers within the
group are tried one after another until the call succeeds. If no more servers are left in the current
peering group, the next group which matches the outbound peering rules is used.

The Sipwise C5 may use a slightly different approach in selecting the appropriate
NOTE peering server if the peer probing feature is enabled. See the details in Peer Probing of
the handbook.

Least Cost Routing (LCR) Configuration

The default call routing uses statically configured peering group priorities to decide where to send the
calls. This solution is useful when you have an external SBC that makes all the routing decisions and is
described in the Routing Order Selection section. The Sipwise C5 also allows you routing calls to the
cheapest SIP peers saving your termination cost.

To enable LCR routing, do the following:

¥ Upload the billing fees provided by your peers to the corresponding peering billing profiles

¥ Enable the LCR module in config.yml (kamailio.proxy.perform_peer_Icr: yes)
When the LCR routing is enabled, the selection of peering groups would be the following:

1. All peering groups that meet the following criteria configured in the outbound peering rule are
added to the list of routes for a particular call (for pure LCR you might want to omit these filters
leaving them blank):

ocalleeOs username matches callee prefix
ocalleeOs URI matchescallee pattern
ocallerOs URI matchescaller pattern

2. When all matching peering groups are selected, the longest matching callee prefix is selected from
each of them. And the peering groups are temporary ordered according to the longest matching
prefix and priority.

3. Then, the LCR module re-orders the peering groups starting from the lowest termination cost to the
highest (ignoring the prefix length and peering group priorities).

4. The platform will first route the call to the servers of the first peering group in this list. If no peering
server can terminate the call, the call would fail-over to the second peering group from the list and
S0 on.

The peering servers in every peering group are sorted and tried according to their

NOTE . . . : .
weight as described in the previous section.

Let us consider a short example. There are two peering groups (PG1 and PG2) that can deliver calls to
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New York (e.g. 12121234567) and they have the following rates:

Peering Prefix Cost Description

Group

PG1 1 0.02 USA & Canada

PG2 1 0.05 USA & Canada
1212 0.03 New York, USA

PG1 has only one rate that matches the dialed number, so that it will be taken into account, PG2 has two
rates and the longest will be selected. The call will be routed to PG1 servers first as it has a cheaper
price and can fail-over to PG2 servers.

The Sipwise C5 LCR feature together with the codec filtering, media transcoding, header manipulations,
SIP, and RTP encryption and other SBC features make an external SBC unnecessary. This simplifies
your VoIP network and cuts deployment and operation costs.

5.6.3. Authenticating and Registering against Peering Servers

Proxy-Authentication for outbound calls

If a peering server requires Sipwise C5 to authenticate for outbound calls (by sending a 407 as response
to an INVITE), then you have to configure the authentication details in the  Preferences view of your peer
host.

Peering Servers

W Create Peering Server

Show| 5 j entries Search;

# = | Name IP Address Hostname Port Protocol Weight Via Route Set Enabled
29 test-gw1 2345 5060 1 1 1
Showing 1 to 1 of 1 entries 2 |0s n ==

Outbound Peering Rules

ANY of the rules must match to choose the peering group for outbound calls.
% Create Outbound Peering Rule
Show| & j entries Search;

# = | callee Prefix Callee Pattern Caller Pattern Description Enabled

1 Default rule 1

Showing 1to 1 of 1 entries

Inbound Peering Rules

ALL of the rules must match to choose the peering group for inbound calls.

% Create Inbound Peering Rule

Figure 18. Select Peering Server Preferences

To configure this setting, open the Remote Authentication tab and edit the following four preferences:
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¥ peer_auth_user: <username for peer auth>

¥ peer_auth_pass: <password for peer auth>

¥ peer_auth_realm: <domain for peer auth>

¥ peer_auth_register: <enable or disable an outbound registration for the peering>

¥ peer_auth_hf_user: <username parameter for Authorization hf>

NOTE

'‘peer_auth_hf_user' preference is optional and can be skipped. It allows you to set a

specific username for the Proxy-Authorization header.

IMPORTANT

Before the 10.1 version Sipwise C5 used to only have the /etc/ngcp-
config/templates/etc/sems-b2b/etc/reg_agent.conf.tt2 configuration file to
provide outbound registrations for SIP peering(s). Beginning from 10.1 you can
choose, whether you want to initiate an outbound registration for your SIP
peering using the web administration interface or using the /etc/ngcep-
config/templates/etc/sems-b2b/etc/reg_agent.conf.tt2 configuration file. The
recommended way however is to create registrations using the web
administration interface. Keep in mind, in case you want to use the web
administration interface for that, then you have to remove similar configuration
entries from the letc/ngcp-config/templates/etc/sems-
b2b/etc/reg_agent.conf.tt2 , so that the web administration interface does not
duplicate the same registration information (this can lead to several registration
sessions created for the same SIP peering host, which is not desired).

Preference peer_auth_realm successfully updated

Access Restrictions

Number Manipulations

NAT and Media Flow Control

Remote Authentication

Attribute

’ L] peer_auth_user | 1 Peer Authentication User peeruser1
’ L] peer_auth_pass ‘ 2 Peer Authentication Password peerpass1
l o peer_auth_realm ' 3 Peer Authentication Domain testpeering.com
[ (7] peer_auth_register ‘ 4 Enable Peer Authentication
[} find_subscriber_by_uuid Find Subscriber by UUID
’ (7] peer_auth_hf_user ‘ 5 Specific value for the Authorization username
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If you do NOT authenticate against a peer host, then the caller CLI is put into the

From and P-Asserted-ldentity headers, e.g. "+4312345"
<sip:+ 4312345@your-domain.com >. If you DO authenticate, then the From
header is "+4312345"
<sip:your_peer_auth_user@your_peer_auth_realm> (the CLI is in the

IMPORTANT Display field, the peer_auth_user in the From username and the
peer_auth_realm in the From domain), and the P-Asserted-Identity header is as
usual like <sip:+ 4312345@your-domain.com >. So for presenting the correct
CLI in CLIP no screening scenarios, your peering provider needs to extract the
correct user either from the From Display-Name or from the P-Asserted-ldentity
URI-User.

If peer_auth_realm is set, the system may overwrite the Request-URI with the
peer_auth_realm value of the peer when sending the call to that peer or peer_auth_realm
value of the subscriber when sending a call to the subscriber. Since this is rarely a desired
behavior, it is disabled by default starting with Sipwise C5 release 3.2. If you need the
replacement, you should set set_ruri_to_peer_auth_realm: 'yes' in /etc/ngcp-
config/config.yml .

TIP

Registering at a Peering Server

A registration process for the SIP peering is quite simple, but since currently this functionality is present
both in the web administration interface and in the /etc/ngcp-config/templates/etc/sems-
b2b/etc/reg_agent.conf.tt2 (the last one is an inheritance and will be deprecated in the future), itOs worth
to dedicate a separate section with an additional description. So that it remains clear for the user of the
Sipwise C5 how to properly handle that.

The first and a recommended way to do that - is the web administration interface. 1tOs simple as that,
you need to tick a check-box 'peer_auth_register’, and if previously all needed authentication data has
been provided (user, password and realm) the registration process will start right away.

The second way is a manual edition of the dedicated configuration file.

Create a new file /etc/ngcp-config/templates/etc/sems-b2b/etc/reg_agent.conf.customitt.tt2 as a copy
of /etc/ngcp-config/templates/etc/sems-b2b/etc/reg_agent.conf.tt2 . Configure your peering servers
with the corresponding credentials in the new created file /etc/ngcp-config/templates/etc/sems-
b2b/etc/reg_agent.conf.customtt.tt2 , then execute ngcpcfg apply "added upstream credentials" .

Be aware that this will force SEMS to restart, which will drop running conference

IMPORTANT
calls.

Sipwise C5 supports outbound registrations via UDP, TCP and TLS. Please see
NOTE /etc/ngcp-config/templates/etc/sems-b2b/etc/reg_agent.conf.tt2 to see examples
how to enable it using needed transport.
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NOTE

TIP

TIP

By default TCP/IP stack implementation in Linux kernel uses so called ephemeral ports
for TCP transport, when it comes to originating a brand new TCP session towards
remote side. This is usually in the range of 32768 B 60999. This also applies to TLS.
However Sipwise C5 can and will always reuse already existing TCP sessions with
subscribers, in order to send them out-of-dialog requests (for e.g. INVITE). It works so,
because subscribers which register at Sipwise C5, initiate and constantly support a TCP
session with Sipwise C5 (either with TCP keepalive mechanisms, or constantly sending
new re-registrations or/and OPTIONS).

You can force the Load-Balancer to use a fixed port for sending outbound registrations
from your Sipwise C5 platform, by enabling option ‘tcp_reuse_port' (config.yml !
kamailio.lb.tcp_reuse_port: yes). This will force the Load-Balancer to use the same socket
descriptor(s), for establishing outbound sessions, as used for listening (this only relates to
TCP and TLS). With UDP you can by default initiate sessions from Sipwise C5 using a
constant port (usually 5060). Remember enabling 'tcp_reuse_port' will force all sessions
(not only REGISTER) initiated from behalf of Sipwise C5 be established over local port
engaged for listening (TCP or TLS).

There is a possibility to define a specific value for the "username" parameter of the
Authorization header, in case you want to have another username for the Digest process,
than the one used in From/To headers. In order to do that, you have to define the option
‘auth_user' for a desired registration entity. 1tOs being defined separately for each
registration entity.

5.7. Configuring Rewrite Rule Sets

On the NGCP, every phone number is treated in E.164 format <country code><area code><subscriber
number>. Rewrite Rule Sets is a flexible tool to translate the caller and callee numbers to the proper
format before the routing lookup and after the routing lookup separately. The created Rewrite Rule
Sets can be assigned to the domains, subscribers and peers as a preference. Here below you can see
how the Rewrite Rules are used by the system:

As from the image above, following the arrows, you will have an idea about which type of Rewrite Rules
are applied during a call. In general:
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